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ABSTRACT

This study presents a network modellng methedology for tackling the
problem of enforcing job dellvery dates which are set by an external agency,
and without regard to the job processing characteristlcs and the shop status
or the priority rule to be used. In a Jjob shop having multlple jobs wlth
multiple routings and unlque machlne processlng times for each job, etc., 1t
becomes virtually impossible te apply analytlcal approaches te seolve ihe
problem. In this paper a network modelling approach using the mlcrosoft verslon
of SLAM [{ simuiation language is used for developlng reasonable estimates of
job system times in a job shop for the purpose of setting and/or asserting Jjob
delivery dates to meet externally imposed condltlons. This approach does not
only generate estimates to verlfy whether the suggested Job dellivery dates are
reasconable and attalnable, but also provides a model which is easlly
constructed, communicated teo, and Interpreted by all partles lnvelved in the
bidding process, i.e. job shop management and customers. Further, system time
distributions are generated by simulatlng the mcdel and utlllized to construct
confidence intervals on the mean Job dellvery dates, and to estimate the
probabilitles of meeting establlished dellvery dates In the light of Job shop
management acceptable level of risk and customers' requirements. A Job shep
consisting of slx unlque machines, and a set of ten jobs; seven ln process
(partially completed) jobs and three lncoming {(in the biddlog process) Jobs
are used to demonstrate thls approach. In addition, experlimentation with the
network medel ls carried out for different scenarlos of Jjob shop operation to
illustrate the wusefulness of the network modeling in enabling Job shop
management Lo exerclse ceontinuous monitering and effective conkrollling over
the jeb shop coperations. Thus, corrective actlons can be implemented 1n early
stages to avoid late Jobs and resulting penalties and/or lost sales for the
Jjot shop, especlally Af the Job shop produces to order under externally
imposed conditions in a bidding environment.
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INTRODUCTION

The problem of job shop schedullng and contrel has recelved conslderable
attentlon in the literature. But most of the effort has dealt extensively with
algorithms and heuristles for schedullng Jobs and simulation studies
evaluating the efficlency of various sequencing rules, namely the order In
which Jobs should be arranged for processing on Individual machines, under
various assumed conditions with the objective of optimlzing job shop operation
in terms of certain performance measures. Most oftenly used performance
measures in the literature are: mean flow time, mean lateness, mean tardiness,
and percentage of jobs completed tardy. Review papers by Panwalker et al.
(12}, Graves [10), Browne et al. [3], Blackstone et al. [4], and Ramasesh [17]
provide an excellent reference on thls subject.

The development of methods for estimating job throughput time (Job system
time or Job flow time), being fthe time elapsed from the Job arrival to its
departure time from the shop, has relatlvely received less attention by Job
shop researchers. Reasonable estimation of Job system time is, however, one of

the most crucial aspects of most Job shop operations. Conway et al. [5]
pointed out that if one could exactly predict the system times of varlous Jobs
under a certain sequencing procedure, one could assign an allowance equal to

the system time so that the completion time of each job would be exactly equal
to Lts due date (which is the prespecified date for completion of the Job,
sometimes called "delivery date"). Further, it was noted that the estimatlon
of job flow time to meet dellvery dates ls extremely difficult and depends not
only on the individual job characteristics and the sequencing rule used, but
also on the nature and status of other jobs being processed at the time the
Job under conslderation arrives to the job shop system.

Job scheduling and sequencing can be approached from gither the viewpolnt
of the jJob shop management that will process the job, or the customer placing
the order for processing the Job. If the Job shop management point of view is
taken, the cobjective of the schedule determination is likely to be related to
the minimization of one or more cost factors. When approached from the
customer viewpoint, the oblective, most likely, will be related to the
delivery date. Dellvery dates are usually hlghly Iimportant in the schedule
determination, especlally when certain outside conditions have to be met,
except perhaps when production is made to stock.

In the Job schedullng literature, delivery dates are treated in one of
two ways: 1) externally imposed or 2} internally determined. Externally
imposed delivery dates are outside the control of the job shop management and
are assumed to be determined by an order entry or marketing department in
agreement with the customer placing the order. In this situation, current shop
status Information is not normally considered in settlng the delivery dates.
Research 1in this setting has focused on evaluating the efficiency of
sequencing rules to identify those which yleld good due date performance. Due
date or delivery date performance is usually measured by job lateness, job
tardiness, and percentage of tardy jobs. Internally determlned delivery dates
are established by shop system management as each job arrives to the shop. The
early research in this setting did not focus explicitly on predicting
individual job system times, but rather on ldentifying simple due date
asslgnment heurlstics which provide good due date performance in conjunction
with a variety of sequencing rules. Conway [6] defines four methods of
assigning due dates to arriving Jobs: 1) constant (CON), dellvery dates are
quoted by salesman at a uniform period in the future, 2) random (RAN), due
dates are establlshed by the buyer, 3) due dates are based on Job total work
content (TWK), and 4) due dates are based on the number of operations (NOP).
The first two methods set externally imposed due dates, while the last two
methods establish internally determined due dates. In the total work content
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method, the due date is set to equal the arrival tilme of the Job plus a
multiple, k, of the Job total processing time. While the due date set by the
(NOP) method 1s equal to the arrival time of the Job plus a multiple of the
number of operatlons required for the job. In addition, the manner in which
Job  characteristic information 1s included has been found to affect
performance. For example, the multiplier used in TWX method may be varied [7,
9), or processing time may be raised te some power in a TWK-like method [87],
and a combination of TWK and NOP methods may be used [(1].

Moreover, researchers have consldered the use of shop status information
in setting due dates. Ellon and Chowdhury [8], and Weeks [19] used expected
walting times and current queue lengths to more accurately estimate Job flow
time. Baker and Bertrand [13]) suggested using current work lead in the due
date assignment procedure. Ragatz and Mabert [15, 16]) demonstrated a
methodology to include both jJjob characterlistics and shop status Informatlon
for establishing job due dates. Sawaged (18] lnvestigated the effect of using
simulation based due date assignment procedures on the performance of
sequencling rules In terms of due date related performance measures.

The forecacting of Job system tlmes is of cruclal importance te shop
system manage; =nt f the purpose of establlishing Job dellvery dates
especlally in = ulddlng environment. The vender representing the job shop must
know, in advance, within reasonable limits the abllity of hls firm to meel
exogenously Imposed delivery dates. The lack of such information can not only
result in a weak posltlon for the vendor in the bldding process, but can also
result in substantial costs that may incur due to unmet promises, such as
capital Invested in finished goods and in process LInventory, lateness
penalties, and lost customers. Again, as pointed by Cenway et al.. [5],
"scheduling procedures of sufficient power to enforce a completely arbitrary
set of due dates do not yet exist". Therefore, Job dellvery dates must be
Jjointly established by job shop management and customers based upon customer’s
requirements and the job shop forecasted capacity and ability to keep up with
these requirements.

The purpose of this paper is to demonstrate a network modeling
methodology of a Job shop, using the network bullder and processor of the
microsoft PC verslon of SLAM 1I simulation language (the Simulation Language
for Alternative Modeling) [13, 14], for developing reasonable estimates of job
system times for the purpose of setting Job delivery dates that meet
externally Iimposed conditions. These estimates of system times obtained by
network modeling are not only to verlfy whether the suggested job dellvery
dates are reasonable and attainable, but alse te provide a medel which is
easily constructed, communicated o, and interpreted by all parties involved
in the bldding process, i.e. job shop management and customers. Further,
system time distributions can be generated by simulating the model and be
utilized by job shep management to construct confldence intervals on the mean
Job delivery dates, and to estimate the probabllitles of meeting established
delivery dates 1n the light of management acceptable level of risk.

The approach presented in this paper is proposed for Job shops that
receive three to five Job orders per week, with job duration time ranging from
one to elght weeks. Since jJob shops of this type of operatlon ls quite common,
a time perleod of one to two days spent in collecting data and developing a
network model to obtaln Job system duratlon time estimates would be feasible.
The network modeling capabilitles of SLAM II simulation language, the
procedures for model development, and the analysls and appllcatlon of model
simulation results wlll be demonstrated using a case example.
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NETWORK MODELING FROCEDURE

Network modeling using network bullder of the mlcroseft version of the
SLAM IT simulation language has been selected as the vehicle for estimating
Jjob completion times. Baslcally, nefwork modeling of job shops provides a
visual ald in the Interpretation of the Jjob shop system under analysis.
Through network modeling, as the case when PERT (project evaluation and review
technique) or CPM (critical path method) network is used for project analysis,
the Job shop system under consideration becomes more easier to understand and
to communicate with by all partlcipants who are concerned with the system
analysis, rather than mathematlcal algorithms or computer models. Thus,
partles invelved in the bidding process do not need to have a comprehenslve
knowledge of a simulation language or mathematlical modeling and algorithms. At
the same time, at least one person must be technically proficient enough to
collect data, construct and simulate the network model.

SLAM Il is capable of modeling a varlety of systems. Systems can be
depicted using an unlimited combination of network symbols, discrete event or
contlnuous representatlions. Network symbols provide a graphical framework for
developing simulation models. Entities (jobs) ftraverse these symbols to
simulate system operation. SLAM 11 network dlagrams simplify the wmodeling
process, and provide a graphical way to communicate the operation of Lthe model
and system to others. By using the basic seven network symbols of SLAM II,
entities (jobs) by the system are created, enter queues for resources, release
resources, assign values to themselves (l.e. attributes) or system varlables,
add to statistlces, select alternative routes through the system, and exit the
system. A large number of models representing a wlde range of systems can be
built with these symbols. Other capabilities for system modeling are also
avallable in SLAM II, such as system variables that can be used to define the
logic of the model and maintaln system status, status varlables to collect
statistics useful for decision making, ten standard random variables with ten
random number streams to allow a model te replicate the wvariability of the
real system, and user variables whlch are entirely under the user control can
be used In network models. In additlon, SLAM II provides an interactive
execution environment which helps the user to understand how a running model
1s behaving. It alse provides output reports which include comprehensive
statistlics on all medeling components.

Because of the recent rapld techneloglcal development 1n mlerocomputers,
their prices are¢ drastically in decline and almost any job shop can afford to
be equipped with a PC on which a microsoft version of SLAM Il can be Installed
and utilized for system modeling and operation analysis with great deal of
simplicity and practicality. The PC version of SLAM IT simulation language is
capable of hullding network models wlth a complete graphlcs capabllity for all
network symbols, and is menu driven through microsoft Windows software
applicatlion.

DESCRIPTION GF THE JOB SHOP MODELED

The Job shop which was chosen ceontains six single processing facilities
(machines). Each machine is different from any of the others and each can work
on cne and only one job at a time. The type of operation performed by each
machine is unique, i.e. milling, drilling, turning, grinding, etc.

Once the Job shop management has declded to bid on or accept through
arrangement with customers a set of jobs for mabufacturing, each job has flirst
to underge certaln design and speciflcaijon setting procedures 1in the
engineering design stage. In thls stage. speclalists working in the
engineering department of the job shop asslgn \he proper machine sequence (Job
routing), machine processing times, and Job number for each Job. Upon
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completion of thls stage, each Job 1s routed to the first machine on its
routing which can be any of the six avallable machines In the shop. However,
in most cases the initlal operations on Jobs are typlecally performed by
certain machlnes such as lathes, grinders, and surface shapers, whlle other
machines perform Intermediate and finlishing operatlons. After the flrst
operation ls completed a Jjob s routed te the next machlne on its routlng
which can be any of the remalning machines, and so on until the job s
completed by its last operation and then exited from the system.

It is patural that at the time of bldding on or accepting a set of Jobs
{incoming jobs) for production, there will be a number of Jobs already exist
in the system and have only partislly completed their machine operation
sequence. In such a situation more than one Job may be walting for processing
in 2 machine queue, and because of the variablility Inherent in machlne
processing times, 1t becomes very difficult to determine which job will arrive
first at a machine for processing. -

Ten Jjobs are consldered for processing ln the Job shop considered. Each
Job is identified by a job number ranging from 1 to 10. Jobs numbered 1 to 7
are considered as in process Jobs (partlally completed jobs), while Jobs
numbered 8, 9, and 10 are Jobs to be Introduced Lo the shop for processing
(incoming Jjobs). The times (in days) to be spent by the incoming jebs; Jjob #
8, Job #9, and Jjob #10, in the engineering design stage are drawn from a
normal probabillty distribution uslng different distributlon parameters for
each job. These parameters are shown in Table 1. The machine processing times
(in days) for each of the ten jobs are drawn from a triangular probabllity
distribution using different distributlon parameters for each job-machine
combination. These parameters and Jjob attribute numbers in which machine
processing times are stored In are presented in Table 2. The Job machine
sequences and job transport and handling times (in days) between machlnes are
shown in Table 3.

‘ Job # Normal Distribution
~ Mean Standard deviatlion
! 4.0 1.0
| 9 6.0 1.5
) 10 3.0 0.5

Table 1: Parameters for engineerlng deslgn
stage times.

In a job shop having multliple Jjobs with multiple routings and unique
machine preocessing times for each Job and bullt-up queues at machlnes, etc.,
it becomes virtually lmpossible to apply analytical approaches to solve the
problem, Therefore, simulation has become very appealing to researchers ln
tackling the job shop schedullng problem. However, dus to the recent
development in computer technology and the introduction of high speed, high
capaclity personal mlcrocomputers, aleng with the advancement of microsoft
slmulation languages in terms of capabllitles, affordable computer
requirements and enhanced interactive mode, complex Job shop systems can now
be dealt with in a relatively more effective and productive manner. The PC
version of SLAM Il simulation language with Its many unique and innovative
capabllities now provides job shop management with an efficient and effective
approach to model and simulate such systems at an affordable cost and moderate
technical regulrements.
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(Eﬁb status | Job Machine Triangular Oistribution Attribute #
Lid L minimum mode max lmumn stored in
1 6 7.0 10.0 16.0 6
2 6 5.0 g.0 14.0 &
IN 3 5 8.0 10.0 20.0 5
PROCESS 4 4 4.0 5.0 2.0 4
JOBS 6 5.0 8.0 15.0 [
S 3 5.0 9.0 15.0 3
& 2 2.0 4.0 7.0 2
3 1.0 3.0 7.0 3
7 2 7.0 11.0 20.0 2
4 2.0 5.0 10.0 4
8 1 2.0 4.0 7.0 1
3 10.0 20.0 32.0 3
INCOMING 5 6.0 9.0 16.0 5
JOBS 9 1 1.0 2.0 4.0 1
2 3.0 9.0 15.0 2
4 3.0 7.0 13.0 4
5 3.0 4.0 8.0 5
10 2 3.0 6.0 8.0 2
4 10.0 25.0 34.0 4
L 6 J 4.0 6.0 11.0 6

Table 2: Parameters for machline processing times.

Job status Job Machine # sequence with transport and handling times
# shown on arrows between machine numbers
1 [
2 6 .
IN 3 5 0.2
PROCESS 4 4 ——— 5 6
JOBS 5 3
& 2 ————glg——a 3
7 2 ———0—2—-—-) 4
0.2 0.2
v
(NCOMING | © LS T, 5 on
Jogs 9 1 : > 2 34—~ 55
10 > 0.3 4 0.1 6 J

Table 3: Machine sequence wlith transport and handling times.
DESCRIPTION OF THE SLAM II NETWORK MODEL

The SLAM [I network of the job shop considered in this paper 1s shown in
Flg, 1. In thlis descriptlon network nedes will be referred to by their
labels which are shown at the bottom side of each node. Observing this
network, nodes CR1, CRZ2, CR3, CR4, (RS, CR6, 7R7, CR8, CRY, and CR10 are CREAT
nodes representing the introduction of the 10 jobs te the system. Nodes CRS,
CR9, and CR10 are used to create 75Pe three liscoming jobs, while the other
CREAT nodes are used to create the 7'in process Jebzs. The dellvery dates of
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the in process Jobs are assumed to be already agreed upon. While the three
incoming Jobs, namely Job #8, Job #9, and Jjob #10, are the jobs which
management s primarily concerned with in predicting their system times for
bidding purpeses on the determination of their delivery dates with the
customers placing their orders. Note that the jJob numbering in the model is
based on the job entry time te the system. Thus, Job #1 is the Job that has
been ln the system first, and jJob 810 is the last Jjob to enter the job shop.
Branches or arrows comnnecting nodes in the network represent activities
carried out ¢n jobs passing through them. Only at branches are explleit
activity duration prescribed for jobs flowlng through them. Actlvities
emanating from QUEUE nodes, i.e. QM1, QM2, QM3, QM4, QM5, and QMé are referred
to as service activitles. These nodes represent the gqueues of machines 1, 2,
3, 4, 5, and & rtespectively. Service activities restrict the number of
concurrent Jobs flowing through them to be equal to the number of servers
represented by the activlty. In thls model each service activity has only one
server represented by a machine. An activity is mainly described by the number
of parallel servers (machines or workers) for a service activity, an activity
number, the duration specified for the activity, a probabllity spsclfication
for selecting the activity, a condition for selecting the activity if
not a service activity, and the end node label which is only required if ths
end node 1s not connected directly to it. If an activity appears without a
description, then it has the default wvalues of =zero duration, no condition,
provability of 1 for taking the activity, no activity number, and it requires
no servers,

15

Nine attributes have been assigned to each Job and one SLAM global
integer varlable, namely II is used in the model as a counter. Job attributes
#1 (ATRIB{1)), #2 (ATRIB{2))., #3 (ATRIB(3)), #4 (ATRIB(4)), #5 (ATRIB(5)), and
#6 (ATRIB(6)) are used to store Job processing times on machines 1, 2, 3, 4,
5, and & respectively. While Job attributes #7, and #8 are used to store the
Job arrival time te the shop and Job number, respectively.

The nedal notatlon and activities of the network model will be described
by referring to the routing of job #9 from its entry time to the shop until it
completes processing on the last machine on its routlng and dlspatched from
the system by the TERMINATE node TERM. The routling of Job #9 is marked by bold
thick branches. Starting with node CR9, job #9 1s created by this node at time
zereo as shown on the zigzag arrow on the left hand side of the node, and only
one job {entity) is to be created by this node as indicated by the value of 1
in the lower left hand side and the time between creations as prescribed by
INF (inflnite time) on the return branch located at the top side of the ncde.
The value of 1 In the right hand side of the node indicates that only one Job
can leave the node every time 1t ls released. The value of 7 in the upper left
hand side designates that the Job arrival time (mark time) is to be stored
in Job attribute #7. After job #9 is introduced to the shop, it is routed to
ASSIGN node ASS9 through activlty number 9. This actlvity represents the time
spent by the Job in the engineering deslgn stage. Thils time is shown on the
top of the actlvity branch which is drawn from a normal probability
distribution with a mean of 6.0 days and a standard deviation of 1.5 days
using the SLAM random number stream #9. The actlvity number s shown below the
activity branch in a rectangle. ASSIGN node ASS9 describes the assignments to
be made for job #9 in the engineering department 1lncluding job number and Job
processing times on the machines specified on the routing of the job. The job
number 1s assigned to Job attribite #8 (ATRIB(8)=9), and machine processing
times are drawn from a triangular probabillty distribution (TRIAG) wlth the
paramgters shown inside the node, 1.e, the processing time of Job #9 on
machine 1 is assigned in the statemen. ATRIB(1)=TRIAG{l.,2.,4..1).

Upon completion of the engineering deszign stage, Job #9 is routed to the
first machine on its routing which is machine 1. Thus, it Jolns machine 1
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queue represented by QUEUE node QM1 through the actlvity branch jolning nodes
ASS9 and QM1. If service actlivity #1 (l.e. machlne 1) 1s idle, then Job #9
undergoes thls actlvity representlng the jJob processing time on machine 1 as
specified by the value stored in Job attribute #1 (ATRIB(1)) and shown con the
top of the activity branch. A QUEUE node is dlstingulshed from other nodes hy
a slash on the lower right slde of the node. QUEUE node QM1 has zero initlal
queue length and infinite capacity (INF), and node number 1. As soon as job #9
finishes processing on machine 1, it is routed to GODN node GD1. GOON nodes
are included in the petwork as continue type nodes, and are used in the
modellng of actlvities in serles or In parallel, especially when condlitlonal
branching exists feollowing a QUEUE node. From node GO1, job #9 is routed to
the next machine on Its routing, which is machine 2, through the activity
Joining nodes GO1 and QM1 since the condition on this activity is satisfled by
the Job. The time delay of this activity is 0.3 days representing the
transport and handling time of Jjob #9 between machine 1 and machine 2. Again,
Jjob #9 starts processing on machine 2 1f the machine is idle, and the
processing time is represented by the activity #2Z duration time which is
gpecified by Job attribute #2. Otherwise, job #9 waits in machine 2 queue QM2
until the machine becomes avallable. Once job #9 ls processed by machlne 2,
its routed to node GOZ. Then according te the conditional branching emanatling
from ncde GO2, Job flows through the lower actlivity joinlng nodes GO2 and
QM4 with = delay time of 0.1 days. Similarly, if machine 4 ls avallable, then
It starts working on job #9 wlth a processing time delay as speclfied by
ATRIB{4} on service activity #4, and then job #9 ls routed to node GO4 where
it leaves thils node to QUEUE node QM5 through the upper activity emanating
from node GO4 with a time delay of 0.2 days, slnce Job #9 meets only the
condition specified on this activity. Note that this actlivity is not directly
connected with node QM5, therefore an end node label has been used. As

t

described before, Job #9 finlshes processing on machine 5 and routed to node
GO5 where 1t has to undergo conditional testling by which it 1s routed to the
COLCT ncde COL9. COLY9 node is a statistics collectlon node, and it collects
statistics on time spent in the system {(SYS TIME) by Job #9 as specified by
INT(7), which means that statistics must be collected on the time between the
job completion time and the time the Job entered the system (which is stored
in Jjob attribute #7). In addition, a histogram for Job #9 system time is
requested to be presented in the simulation output summary report according to
the specifications stated lnside node C019, l.e. 10 cells with an upper cell
limit of 27.0 and a cell width of 4.2, After statlstics requested are
performed by node COl9, job #9 is routed without any time delay to ASSIGN node
AS11. This ASSIGN node increases the counter I! by one each time a Job is
released from it, thereby counting the number of Jobs belng completed in each
of the 400 simulation runs. If job #9 1s the tenth Job {o be completed in a
run, then it ls routed to the COLCT node COl1l1 where statlstics are cellected
on the makespan, i.e. the time required to complete all the ten Jobs in the
shop In each run, and then the job is routed to the TERMINATE node TERM where
Job #9 is dispatched from the system. The TERM node terminates the simelatlion
of each simulation run after all of the ten Jobs in the system completed
processing, and this 1s Indicated by the value of 10 inside the node. On the
other hand, if job #9 ls not the last job to be completed by a run based on
the condition (II.LT.10) specified on the activity linking AS11 with TERM,
then Job #9 Is routed from AS11 node directly to TERM node. A similar nodal
notation and routling description that demonstrates the constructlon of the
network model including other Jobs can be applied, and the remalnder of the
network reflects the routings of the other nine Jobs.

SIMULATION RESULTS AND ANALYSIS

The netwerk meodel of the Jjob shop was simulated under different
sequencing rules: the first in system first served rule (FISF),the shortest
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processing time rule (SPT), and the first in queue first served rule (FIQF).
The FISF rule gives the highest priority for machine processing to the job
having the longest time in the system, i.e. the Job that was flrst to enter
the system ls served first. This type of rudimentary sequencing procedure is
what realistically occurs in many shops, and 1t was shown In the literature to
have good performance in minimizing the varliance of Job mean time in the
system. While the SPT rule assigns the highest job pricrity for processing on
a machipe to the Job that has the shortest processing time on that machine.
This sequencing rule has been shown in the literature to have a powerful
performance in reducing Jjob mean system time. The FIQF rule assigns the
highest priority for processing to the Jeb in a machine gqueue which has first
Joined that queue, i1.e first come at a machine 1is first served by that
machine. The reason for using these ithree sequencing rules is primarily for
the purpose of comparison between these rules through experimentation with the
simulation network model of the Job shop. Such an experimentation will provide
Job shop management with a better Llnsight on the effect of usling different
sequencing rules in predicting job system time.

Tableg 4, 5, and & present the final SLAM II summary report for 400
independent simulation runs of the network model of the job shop under the
FISF, SPT, and FIQF sequencing rules. Each of these tables shows the job mean
system time statistic for jobs #1, #2, #3, #4, #5, #6, #7, #8, #9, and #10,
with the expected total time required to complete all of these 10 jobs in the
Job shop, Y.e. the makespan. Figs, 2, 3, and 4 give histograms for the
simulated relative frequency and cumulative frequency distributions of the job
system time for Job #10 under the FISF, SPT, and FIQF sequencing rules
respectively. Simllar histograms for the other Jjobs considered in the network
were also obtalned but are not reported here. Table 7 gives the results of the
simulation on the mean Jjob system times for the ten jobs when job #10 is belng
rushed through the system, 1.e. when job #10 is given the highest prilority for
processing on all machlines on its routing, under the FISF sequencing rule.
Again, experimentatlon with the moedel whenever an emergency emerges for
rushing certain jobs provides management with an efifective way to explore the
consequences and the effect of job expediting on the status of the jobs being
processed and on the performance of the Jjob shop as a whole sgystem. Job
expediting ls very common in produce to order production systems,

Referring to Tables 4, 5, and 6, 1t can be observed that the sequencing
rule used has an impact on mean job system times. However, this effect may
vary from job to Jjob, but as can be seen the mean system times for certaln
Jobs are highly affected by the sequencing rule used. For example, the mean
system time for Jjob #10 has a wvalue of 43 days under the SPT rule and a
maximum value of 3.1 days under the FISF rule. A reductlion of 22.1 days (34%)
in mean Job system tlime has been achieved by using the SPT rule instead of the
FISF rule. CQbviocusly, thls is reflected as well In the system time
dlstribution for Job #10 which has less varlabllity (varlance) as shown in
Fig, 3. Moreover, ithe mean system time for job #8 has not been affected
largely by the sequencing rule employed, but the mean system time for job #9
faveored the FISF sequencing rule, and a reduction of 17.9 days and 10.6 days
were obtalned by using this rule over the use of the FIQF and the SPT rule,
respectively.

Observing Table 7, the mean system time for job #10 has been reduced to
42.8 days, even though the FISY sequencing rule was used. This reduction is
attributed to rushing job #10 over the other jobs in the system. This result
should not lead management to exercise expediting for a certain job without
consldering the effect of such expedliing on the other jobs being processed in
the system. For example, the mean systsm time for job #7 has been lncreased,
due te rushing Job #10, from 22.9 days ta 37.7 days, and thils will affect the
agreed upon delivery date for job #7. Henca, the policy of jJob expediting
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should be conslidered by Jjob shop managewment in a global framework, taking into
account all possible payoffs and drawbacks through a situatlenal based
management.

Furthermore, if the expected total time for completing all Jobs existing
in the shop is of Interest to Job shop management, especially in the case in
which the Job shop system functions according to perlodically planned
horizons, management must recognize the impact of sequencing rules employed con
the makespan. As can be observed from Tableg 4, 5, and 6, the SPT sequencing
rule produced the minimum makespan of 54.8 days.

Now, consider Job #10 system time to illustrate how the simulation
results and output can be utllized and analyzed for the purpose of predictlng
Job system time for setting and/or reviewing Job dellvery dates. The data
presented by any of the Tables 4, 5, and & may be used for the demonstratlon
to follow. This demonstration can alsc be applied to the other incoming and in
process jobs. Suppose the data shown in Table 4 is used. The mean Jjob sysien
time for job #10 is 65,1 days. That is the probability of completing Job #10
in 65.1 days or less is 0.50. In other words, if the externally Imposed
delivery date for Job #10 is 65.1, then the probability of completing the )ob
on time is 0.50. The relative frequency and cumulative frequency for Job #10
system times are shown In Flig, 2 (this hlstogram correspends to the
simulation results presented in Table 4). From thls histogram and the others
shown in Figures 3 and 4, one can clearly cobserve that the distribution of the
system times for Jjob #10 follows closely the normal distribution. Similar
behavior was observed for the system times for Jobs #8 and #9, In addition,
based on the central limit theorem [19], the sampling distribution of the
system time for job #10 will be approximately normally distributed. Since each
of the 400 simulation runs (observations} of the system time for jJob #10 were
performed in an independent manner, an estimate of the standard deviation of
the mean system time for Job #10 1s equal te the standard deviatlon of the
distribution of the system time for Job #10, which is 7.24 (from Table 4],
divided by the square root of 400 {the number of observations, l.e the sample
size). That is the standard deviation of the mean system time for job #10 is
(7.24/20)=0.36. Thus, a 95% confidence interval on the mean system time can be
constructed as (65.1 * 1.96%0.36), where 1.96 is the critical value of the
normal distribution cerresponding to a 95% confldence. The critical value of
the normal distribution 1= used even though the estimate for the standard
deviation is employed since the number of observations is large. The limits
for the confldence Intervals are (64.39, 65.81). Thls means that at least 95%
of the population of mean system tilmes for job ¥10 generated from the model
should be in the tolerance Interval (64.39, 65.81), which alse Indicates that
the mean of job #10 system time from the network model is expected to be In a
narrow range. Other confldence intervals on the mean system time can be
constructed based on the confidence level that job shop management may
consider acceptable.

Moreover, from the cumulative frequency distributlen shown in Flg, 3,
estimates of the preobablllity that Job #10 will be completed by a certain time
can be made. Thus, it 1s estimated that the probabllity of Job #10 bveing
completed by 59.2 days is 0.195 and hence, the probabllity of job #10 taking
more than 59.2 days is (1-0.195)=0.805. Thls indicates that if the externally
imposed dellvery date for job #10 is 59.2 days, then the probabllity of the
risk involved of not completing the Job on time is 0.895. Obviously, this is &z
very high risk level and job shop management must recognlze the resulting
potential loss and penalties If the job does not meet Its delivery date. On
the other hand, if the externally specifled delivery date for Job #10 iz 72.1
days, then there is a probability of 0.825 that the Job can be completed on
time. If this probabllity is within the shop’s risk range then the job should
be considered for bidding.
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In additlion, each time the job shop is simulated for the determination of
a system time estimate for a Job being under conslderatlon for bldding, an
update of estimates for Jobs already In the job shop such as jobs #1, #2, #3,
etc. can be obtalned. This provides management with Information that can be
useful to ascertaln If promised dellvery dates will be met or not. If not,
necessary actions must be taken by shop management to avold late Jobs such as
rescheduling, use of overtime and increasing job shop capacity.

CONCLUSIONS

The results of this study showed that both sequencing rules and Job
expediting have significant impact on mean job system time. This leads to
recommend that whenever a job shop management has already specified certain
operating policies based on job shop conditlons and prier planning and
auditing for a given planning horizon, any changes in these policies will
produce significant Impacts on the results expected. Thus, th rough revision
and assessment must be carrled out before Iimplementing such changes. This must
be of a major concern , especially in the situations In which shop management
is committed to externally imposed conditlons such as job delivery dates. As
can be noted, network modeling and simulation present 2 viable vehicle to
deal with understanding the effect of manipulating the many factors that may
affect the performance of job shops.

The problem of enforcing Job delivery dates which are set by an external
agency, and without regard te the Job processing characteristics and the shop
status or the priority rule to be used, is to find a procedure that is capable
of enforcing such set of dellvery dates. Previous research, to date, suggested
that nope of the standard and obvious schedullng procedures 1s particularly
powerful in this regard. It has been shown in this study that network modelling
using the PC version of SLAM Il simulation language is a viable approach for
tackling this job shop scheduling problem with moderate technical efforts and
affordable costs. This approach provides job shop management with valuable
infermation on estimates of job system times which can be used in setting and
assessing job delivery dates for lncomlng jJjobs as well as for In process Jjobs,
respectively. Furthermore, the possibillty of periocdical experimentation by
simulating netwerk models under a wlde possible varleties of scenarios enables
job  shop management to exercise continuous monitoring and effective
controlling over the job shop operations. Thls eventually results in better
performance, less production costs and higher productivity. It 1s worth noting
that the network model of the Job shop considered in this study was
constructed by using only six types of SLAM II nodes without any computer
programing, and was simulated under an Interactive mode on a personal
computer. In a more complex Jjob shop setting such as dual-constrained job
shops (shops with limited workforce capaclity, l.e. the number of workers is
less than the number of available machines) the network modeling approach
demonstrated can alse be applied by embellishing the model with few other
types of nodes such as the AWAIT, and FREE nodes which assign limited
resources to service activities and release them as required.

Finally, network modeling and analysis is a valuable ald for enabling job
shop management to better understand their system. The network itself presents
a visual aid in showing Job flows, bottleneck machines/facllitles, resources
allecation and utilization, etc. While, on the other hand, model
experimentation 1s useful for system design, operations planning and control,
and system redesign.
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