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Abstract: In this work, we apply lyapunov construction according to stochastic 

difference model where the randomness is to be white noise term and random variable 

stationary coefficients. Our presentation will bring dealing with mean square and mean 

fourth calculus. We indicate how the use of random coefficients in the difference model 

can provide useful insights into the qualitative behavior of the stochastic process 

solution according to suitable random distributions rather than the deterministic 

coefficients 

keywords: random models; Lyapunov functional; mean square asymptotically stable; mean fourth 

asymptotically stable. 

1.Introduction

Discrete dynamical system in deterministic 

and stochastic case is popular enough with 

many researches [1, 2, 3, 4]. The random 

models or random methods are very interested 

than in deterministic case so, in this paper, we 

study Lyapunov functionals construction 

technique in random case in order to discuss the 

qualitative behavior of the stochastic process 

solution according to some stochastic 

difference  problems when its coefficients are 

stationary random variables(SRVs).  

Many papers have been studied the 

stochastic dynamical models in continuous case 

such as stochastic partial differential equations 

or discrete such a stochastic difference equation 

[3,5]. Construction of Lyapunov functionals is 

usually used for investigation of the stability of 

hereditary systems which are described by 

functional differential or difference equations 

and have numerous applications [6]. The 

general method of Lyapunov functionals 

construction for stability investigation of 

dynamical systems was proposed and 

developed (see [7, 8, 9]). This latter approach 

allows us the consideration of a wider kind of 

randomness because, apart from Gaussian, 

other RVs like binomial, Poisson, uniform, 

beta, exponential, etc. can also be included in 

the mathematical model. Throughout this paper 

we propose using the mean square and fourth 

calculus, in order to find the norm stability 

conditions for the following random stationary 

coefficients difference model: 
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Where ci are positive stationary random 

variables coefficients defined in a complete 

probability space (Ω,F,P), and σi are known 

constants , ωi is a sequence of ωi adapted 

mutually independent random variables with: 

E[ω i ] = 0,   E[ω 2

i ] = 1. 

In the deterministic coefficients frame work 

the solution of the random model (1) has been 

studied qualitatively using the Lyapunov 

construction [10].  In this paper, we propose the 

mean square and fourth Lyapunov construction, 

inspired in its deterministic counterpart, to find 

the asymptotically conditions in the norm 

formula of the solution stochastic process 

according to the random model (1), that to the 

best of our knowledge has not been proposed 

yet. 

The rest of this paper is given as follows: 

Insection.2, we prescribe some definitions and 

remarks. In Sections.3, our technique using for 

getting the mean square and mean fourth 
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stability conditions. Finally, in section.5, we 

give the summary of our contribution. 

The rest of this paper is given as follows: 

Insection.2, we prescribe some definitions and 

remarks. In Sections.3, our technique using for 

getting the mean square and mean fourth 

stability conditions. Finally, in section.5, we 

give the summary of our contribution. 

Definition 1.[10]. The trivial solution of (1) 

for some p>0 is called: 

 P-stable, p >0, if for each s >0 there 

exists a δ >0 such that: 

E[|x i |
p
] <ɛ ,  i ЄZ , 

If:       ║Ф║
p
=

0

sup
Zi

  E[|Ф|
p
]<δ          (2)   

 Asymptotically p-stable if it is p-stable 

and for each initial function ϕi the solution xi of 

(1) is a symptotically p-trivial. 

 Theorem 1.[10]. Let there exist anon-

negative functional Vi= V(i, x−m, ..., xi) which 

satisfies the conditions are the following: 

 E[V(0,Ф-m,….,Ф 0 )] ≤c 1 ║Ф║p 

 E[ΔVi] ≤ -c 2 E[|x p

i |] ,  i Є Z      (4) 

Where c1,c2 and are positive constants. 

Then the trivial solution of (1) is a 

asymptotically p stable. 

 A real random variable X defined on the 

probabilities space (Ω,J,P) and satisfying the 

property that: 

E[|x|p∞ < ] 

is called p-order random variable (p − r.v) 

where, p ≥1 and E[ ] denotes the expected value 

operator. If X ∈ Lp(Ω), then the Lpnorm is 

defined as: 

 Remark.1. If X, Y  L (Ω),q ≥1 we have: 

 ║XY║q ≤║X║2q ║Y║2q 

Lyapunov’s inequality: 

 For  1 ≤ r < s <∞, then we have: 

[E[|x| ]] ≤ [E[|x| ]] 

3. Mean Square Fourth Construction of the 

Lyapunov Functional 

In this context, we are interested in the 

stability in the mean as well as the stability in 

mean square and mean fourth calculus. Assume 

that, X(t) be the stochastic solution process of 

the stochastic difference equation (1) and we 

use the following notations: 

Kn=max(k,0) 

α= ∑  ∑   
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We begin the Lyapunov construction by 

assuming that, the Lyapunov functional V1i has 

to be chosen in the form: 

V1i= x2 

Finally, we can calculate E[∆V1i] as the 

following: 

E[Δ V1i]=E(     
    

 ) 

=E[∑             
 
    ]2-E[  

 ] 

 =-E[  
 ]+∑   

 
    

Where, 

T1=E[∑         
 
    ]2 
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    ] 

T3=E[  
 ] 

For, 
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 Using that: 

  [              ]              j                (8) 

Then we have:     

 |T2|= 
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Additionaly,for:   l ≤ I we have: 
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Then, using (10) we have: 
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Finally 
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Noting that, Ai+j,I for  iЄZ depends on j 

only.So, 
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Hence, we find that the following inequality: 

     
                    (  ) 

is the asymptotically mean square condition 

for the stochastic solution of Eq.(1). 

Therefore, we can write the condition (20) in 

the mean square form: 

(∑ ‖  ‖ 
 
   )   (∑ ‖  ‖ 

 
   )         

(21) 

Or in mean fourth form: 

(∑ ‖  ‖ 
 
   )   (∑ ‖  ‖ 

 
   )       

                                              (  )  

Additionally, the main condition that the 

random variables we use must be bounded like 

as Beta distribution, Binomial distribution, etc. 

Remark2. From the norm conditions (21) 

and (22) we note that this condition depend on 

the statistical distribution of the random 

variables lc
since, these random variables may 

have the same Statistical distribution or 

different statistical distributions (independent 

or non-independent) so, for only one random 

variable coefficient in the difference model we 

have many stability conditions according to 

their statistical distributions.  Additionally, we 

have two norm conditions formula as in (21) 

and (22). 

 

4. Conclusions 

In this paper we have studied the mean 

square fourth calculus for the linear stochastic 

difference equation with white noise term 

random coefficients using Lyapunov functional 

construction technique. Sufficient conditions 

for the mean square and mean fourth 

asymptotically stable of the stochastic 

difference equation has been provided. 
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