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Loop Control and Tuning in Distributed Control System Using Fuzzy Controller
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Absiracit- In this paper, the designed schemes for two fuzzy controllers, employing the scaling factor tuning, are proposed, The
first fuzzy togic controller is A normalized cantrotler used to control the system. The tuning for the input and output-scaling fuctors
of the first onc is done through the second fuzzy controller (the supervisary contraller). This combination is used to appropriately
determine the control signal of the process. The supervisory fuzzy controller tunes the normalized fuzzy controller based on the
model reference adaptive confrol technique. The grent advantage of the proposed method is thal, a supervisor as a fuzzy contreller
to tune the scaling factor of a normalized fuzzy controller can be used to supervise many contrel systems. The simplicity and
modular structure of the contreller makes it is more suatable to be applied to control most control loops in the distributed control
systems (DCS). The normalized Fuzzy controlter and the supervisory lTuzzy controlier are organized with specilic experience
information about the controlled systems. The proposed luzzy controllers are applied experimentally to contrel an experimental
process, which simulate an LPG process. The proposed cantroller is applied to iwo different control laops, temperature and level,
where the controller pains are sclected based on the process condilions and limitatiens. A comparison among scaling factor manuat
tuning, supervisor fuzzy and conventional adaptive fuzcy controller is done to verify the effectiventss ol the proposed design, The

results show that in the Iast case the system is forced to lollow the desired respanse,

Key Words: Normalized fuzzy contrgller, supervisor fuzzy cantroller, scaling factor uning, and DCS systems.

1. INTRODUCTION

Modern industrial processes becomie more complex in
order to achieve the essential requirements of modern
civilization. The complexities of industrial processes
increase control tasks in order to achieve thc system
requirements and goals. A single control system (central
controller) has a less capabilities 10 achieve whole contro)
tasks due to the complexities of control algorithins and the
computation burden. Therefore, a distributed control
system (DCS) is preferred. Several control techniques are
suggesied, in literalure, to be implemented in reai
industrial processes starting from simple techniques to
very complicated one such as PID, MPC (Model
Predictive Control), Al (Actificial Intelligent), Robusl,
adaptive etc... The P} controller is the most popular
controller, which is implemented in most real industrial
processes either SISO or MIMO system, due 1o the
simplicity and robustness of the P1D coniroller in addition
to it is easy to understand and operale by the human
operator, [1], [2] . The dypamic characieristics of mosi
control sysiems are not conslanl because of several
reasons, such as deterioration of componenls as time
elapse or change in parameters and environment. A
satisfactory system musl have the ability 10 adaptation.
Adaptation implies the ability to self-adjusiment or
modification in accordance with an unpredictable change
in the conditions of the environment or structure. Due (o
this reason, a human supervision is necessary all the time
in order to limits the system variations. In order to avoid

Lhe instability and less accuracy of process performance,
the human supervisory play an important role in process
adjustment and operalions. Since, most of industrial
processes are continuous and complex process and the
process identification has many approximations such as
LPG processes [3]. The conventional conwroller cannot
handle all situations of the process, which mainly depends
on the system model. An adaptive syslem is necessary to
adapt the controller parameters. Moreover, the controller
used in such process must be fast and simple because of
the huge number of controlled variables and to reduce the
computational burden.

In many cases, the physical measurements of the
perlinent quantities are very difficuit and expensive.
These difficulties lead 1o explore the use of "Artificial
Intelligence™ (Al) [4]-[9] as a way of obtaining models
based on the experimental measurements. Artificial
Intelligent control technique requires a well known about
the process operation (experience} in  order to
construct/learn the controller of the process variables.
However, all the process situalions may take place during
aperations inconsiderable during controller construction
and slatl up s0, the adaptation method is also necessary
for Al controller [5]. Hence, Due (o these reasons, an
adaptive controller with some experience of the process
and withoul actual process model is preferred to adjust the
variable response in most of the process situations and
reduce the effort on the human supervision.

An adaptive fuzzy controller is suggested 1o control
and adapt the DCS system loops. This algorithm is
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constructed and tested on an experimental model, which
simulates part of control loops of the decthanizer
Liquefied Petroleum Gases (LPG) recovery process.

One of the superior capabilities of fuzzy syster, as an
Al technique, is that it can use the information expressed
in linguistic pattern. Though most fuzzy system have been
formed to emulate human decision making behavior, the
linguistic information stated by an expert may not be
precise, or it may be difficult for the expert to articulate
the accumulated knowledge to encomnpass all
circumstances. Hence, it is essential to provide a luning
capablity [9) for fuzzy sysiem to penerate or modify the
contrcller parameters on line in real system and it is an
important issue in inielligent control. Thus, the human
operator (supervisor) is often required to provide on ling
adjustment, which makes the process performance greatly
dependent on the experience of the individual operator
[10]). The development of controllers capable of
generating tuning parameters of fuzzy controller 1o obtain
the dzsired dynamics for the plant is of a great
importance. In this work, afler a review of different
adaptation of fuzzy controller proposed in literature [?},
[9], [11], [12], [4} a fuzzy controller that self-adapts the
parameters, mainly the inpul and the output gain
coefTicients is proposed, using only qualitative knowledge
of the plant. The controller will start with a set of fixed
parameters (normalized fuzzy controller with input scale
factor and output scale faclor) and through the
supervisory fuzzy controlier, the scale factors of the
normalized fuzzy controller are adjusied or adapted. The
adaptation of scale factors are done by two methods, the
output-input scale factors are tuned according to the error
between the reference input and actual output firstly.
Finally input-ouiput scaie factors are tuned according to
the error between the desired response and actual
response (model reference adaptive technique) [13). This
adjustment is accornplished in conlinuous time. The
analysis which shows the robustness of the proposed
algoritiims is performed for different real-time situation of
the casz study.

The paper is organized as follow: The proposed
adaptive fuzzy controller is intreduced and the controller
structure and adaptation are explained in section Il
General structure of the proposed algorithm is discussed
in section I[I. The application and real implementation of
the proposed algorithm are highlighted in section VI.
Finally the conclusien is discussed in section V.

1. ADAPTIVE FUZZY CONTROLLER CONFIGURATION

As stated before, PID is the most popular controiler
implemented in real DTS system, the operating conditions
and the process paramelers, such as lemperature and
pressure etc..., vary during the operation, and as a
consequence the controlled variables cannot be sustained
around the required margin. Due to this reason, & human
supervision is necessary during the sysiem operation in
order to limits the system variations. The loop tuning is

done based on the human experience with some trial and
error. In order to avoid the instabifity and less accuracy of
process performance, the human supervisory play an
essential role in process adjustment and operalions, Since
the real processes are large and require the fast response,
it is difficult for human supervision to handle such type of
process,

in order to reduce the human operator effort and to
overcome the problem of PID parameter variation [1], a
normalized Fuzzy controller with adjustable scale factors
is suggested. Scale factors are adjusted according to the
mechanism shown in Fig 1. The deviation of the process
output from the desired performance, which is determined
by the reference model, is the firing signal 1o adaptation

mechanism,
Rele + -
Model
Adaptation
mechanism
L / Mormalized Cutput
Input fuzzy pl
—! scale controller ;:;:r frocess —
factors

Fig. | Gencral adaplation mechanism of Normalzed fuzzy controller

The selected normalized fuzzy controlier, which is to
illustrate the idea, has the following parameters:

*  Membership functions ¢f the input/output signals
have the same universe of discourse equal to 1.

s  The number of membership functions for each
variable is 3§ triangle membership {unctions
denoted as NB (negative big), NS (negative
small}, Z (zero), PS (positive small) and PB
{positive big} as shown in Fig. 2.

»  Fuzzy allocation matrix (FAM) or Rule base as
in Tabic L.

»  Fuzzy inference system is Mamdani.

Fuzzy inference methods are “min” for AND,
“max” for OR, "min” for fuzzy implication,
“max” for fuzzy aggregation (composition), and
“centroid” for defuzzification.

NEB hi Z P 2]

-1 05 0 Q.5 1

Fig 2 Wormalized mcmbership function of inputs and output
vanebles
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Table 1 FAM OF NONRMALIZED FUZZY CONTROLLER

Ae
e NB| NM| Z | PM | PB

NB |PB{PBIPM]| Z Z
NM |PM| PB |PM | Z Z
Z |PMiPM | Z | NM | NM
PM Z Z |NM| NB | NB
PB Z |NM| NB | NB | NB

In the case of the normalized universe of discourse, an
appropriate choice of specific operating areas requires
scaling factors [7], [8]. An input scale factor transforms a
crisp input into a normalized input in order to Kegp its
value within the universe. An outpui-scaling factor
provides a transformation of the defuzzified output from
the normalized universe of the controller output inte an
actual physical output [7]. Some priority list of scale
factor choice is recommended in {[14]. Similarity berween
coefficients &, and Kp of the PI controller and the scaling
factors of the normalized fuzzy controller is agalyzed in
(81, [15]. Selection of scale factors by trial and error is
suggested and recommended in {7]. in this study, firstly
tuning scaling factor of input and cutput is achieved using
adaptive technigues [8], ([12], [13] taken into
consideration the human experience. After thas the tuning
is achieved using another fuzzy controller (supervisor). In
the two cases the procedure of tuning the factors is related
to the research results in [16]). The main objective of
supervisory controller is to tune on line the scale factors
of the normalized fuzzy controllers. The tuning procedure
depends on trial an error (human supervision} of
adaptation algorithms. ’

The output gains of the adaptation mechanisim can be
determined based on the error signal between the
reference input to the process and the actual output
without model reference as shown in Fig. 3. in this case
the system response can perforra accepted specification
but if it is desired to force the over-all system to achieve a
desired specification such as overshoot, rise time etc. ..
the output gains should be related to that specifications.
Model reference adaptive technique is one of the
adaptation methods used to force the system performance
to achieve specified specifications [6],[13).

Input

’ Ouipul
scaky rcals
Factors Fazior

Fig. 3 Over-all Block of the process and supervisory luzzy
contreller with the same input signal of the main controller

L1 Control Structure and Operation

Adapting the scale factors of the normalized fuzzy
controller can be carried out using different techniques,
two methods are introduced and tested, GD (Gradient
Decent) adaptation method and supervisor fuzzy.

HI1  OUTPUT SCALE FACTOR ADAPTATION USING GD
ADAPTATION METHOD

The adaptive variable here is the output scale factor gain
(de-normalization factor). Therefore, the GD method
seeks to decrease the vaiue of the quadratic cbjective
function based on the instantanecus error e (k):

J(k)=%e"‘(k) . M
The error, here, is a plant output error ¢,
e, (k) =y, - y(k) @)

The performance index will be:

0= (05 ) o

where y,, (£} is the reference-modeled output; y (k) s the
actual output.

The overall block diagram of the adaptation system
using GD method is shown in Fig. 4, we take the
reference model output as a step.

The parameter set, 8(k), of the fuzzy scale factor is
changed via the following iterative adaptation rule:

Ok +1) = O(k) + AB(K)
= (k) - & I (k)] 86 (k)

where a is the adaptation parameter, which indicates how

much the parameter is altered in each iteration, and 8 is
the scale factor.

According to GD techniques [17], [9], [1!] the
derivative term will be:

BJ (k)[86(k) = e(k) - Be(k){ 086 (k) )
then
Bk +1)=0(k) - a - e(k).de(k)[/30(k) {6)

According to the adaptation equation (6) we can
deduce that response will depend on the following
parameters: adaptation factor o; initial value of scale
factor gains; and fuzzy system inference.

By fixing the fuzzy inference system (normalized
fuzzy described above). Then the main parameters that
affect on the response will be w and &,.

L [!
p. |Refercnce Model ol GD Adapataion ¢
Mechanism
Nomalized Fuzzy

Fig. 4 Block digram of GD adaplation system

)

Process ¥it}
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The implementation of equation () is depending on
the system and controller models and the derivative term
is not easy to obtain in some application (non-
differentiable). Hence the implementation of GD has
some limitations in practical applications especially for
output scale factor.

H1.2  FUZZY SUPERVISOR ADAPTATION

To avoid the limitation of GD especiaily if the system

model is unknown or inaccurate, a supervisor fuzzy

controtler, as an adaptation mechanism, to change the
scale factors on line is suggested. The design of the
supervisor can be constructed by two methods:

a) Learning methed [11], [12], [10], [18].

b) Experience of the system and main requirements
must be achieved

[n this paper, the supervisor controller is built on line
based on the accumulative knowledge of the previous
tuning and operation. The supervisor fuzzy controller has
the following parameters:

» the universe of discourse of input and output are
selected according to the maximum allowable ranges
and that depend on the process requirements

» The number of membership functions for input
variables is chosen to be 3 wiangle membership
functions denoted as N {negative), Z (zero), and P
{positive). For output variable is 2 membesship
functions denoted as L (low) and H (high) as shown in
Fig &

+ Fuzzy allocation matrix (FAM) as in Table 2

= Fuzzy inference system is Mandani.

s Fuzzy inference methods are “min” for AND, “max”
for OR, “min” for fuzzy implication, “max” for fuzzy
aggregation  (coroposition), and ‘“centroid” for
Defuzzification.

N z P N Z P
2 0 2 42 0 02

a) Error b) Rale ol crror
L H L H
& €a ut Un
¢) Error scale Faclor d) Quipul scale factor

Fig. 3 Membership Function of inpuls and oulpul of supervisory
fuzzy controller

Table 2 FAM OF SUPERVISORY FUZZY

CONTROLLER
At N Z P
M H H L
Z L H
P L H H

The overall block diagram of the model reference
supervisor controller is shown in Fig.l by replacing the
adaptation me-hanism block by fuzzy conwoller. The
input signals to the supervisory controlier are the error
(between the desired model and actual output of the
process) and its rate of error.

I1l. GENERALIZATION OF SUPERVISORY FUZZY
CONTROLLER ON DIFFERENT PROCESS LOOP

The selection of the algorithm parameters (scale factor
vniverse of discourse) for a certain loop is built based on
some knowledge of the process variable. But if the same
procedure would be applied to another process loop, the
method of universe of discourse selection should be
generalized. Hence, the algorithin should be capable of
select the universe of discourse of the new variable will
deal with.

In this section we try to show the method of selection
the universe of discourse in any process loop.

il UNIVERSE OF DISCOURSE SELECTION.

According to the previpus algorithm, for any single-
inputfouiput process, there are three universe of discourse
must be determined: error, rate of error, and control
signal.

{1 UNIVERSE OF DISCOURSE OF QUTPUT SCALE
FACTOR (CONTROL SIGNAL) CALCULATION,

The output scale factor is selected based on the maximum
control signal range u,,,. [f the controller is bidirectional
() then the maximum vniverse of discourse will be — u,,,
10 i, But if the controller is unidirectional {+) then the
maximum universe of the controller output range Oz,
and the output signal is calculated from the following
equalion:

U, =Uy, T, U, (i0)

Ll

where w, is final control signal, w,. Iis maximum
allowable contrel signal, wu,,, is minimum allowable
conirol signal, s, is output scale factor and wur is
normalized fuzzy output.

In both cases the output scale of the supervisory fuzzy
will change from i, t0 i, in bidirectional control
signal and (-2, to 0-u,,, in unidirectional control signal.



Mansoura Engineering Journal, (MEJ), Vol. 34, No. 4, December 2009. E. 5

HEL1.2  UNIVERSE OF DISCOURSE OF ERROR AND RATE OF
ERROR CALCULATIONS (INPUT UNIVERSE).

To calculate the input universe of discourse the process
operates in two modes: proportional (course) mode;
supervisory (fine) mode,

i. Course made: the controtler operates in this mode in
two cases: Firstly; when the reference signal changes
from step to another step. Secondary; when the error
reaches predetermined value based on the specification of
the altowable error required from the system decided by
main supervisor (Human or other supervisory contreller in
Hierarchal system). The controller putput in this case is
maximumn allowable value and the rate of error change is
calculated continually in this period according to the
following equations:

e(ky=p(k)-H&) (1)

Ae(k)=(e(k)-e(k-1)YT (12)
where y(k) is the actual output, (%} is the reference
input; efk} : the error at sampling instant k; Aefk)is the
rate of error at sampling instant 4; T js sampling time.
Record e(k) and Ae(k) until the error reaches a certain
values determined by the main supervisor. ARer that the
universe of discourses is calculated from the following
equations:

Ue=1ema (3

U= 1/ACma (14)
where  ep,, is the maximum allowable error required;
Aeyay is the maximum rate of error calculated ducing the
proportional mode.,

ii. Fine mode: in this case the calculated values of the
universe of discourse of the inputs and ouiputs scale
factors are used in supervisory fuzzy. The switching
from course to fine mode is depending on the value of
maximum allowable error between the actval and
reference input, which is predetermined by the main
supervisory.

According to the above amalysis of scale factors
universe catculations, there are two decision makers in the
control system rather than the controi algorithm
suggesied. The first decision maker i3 the main {global)
supervisor (human or another supervisory coniroller)
which decide the main set values of the process variable
(maximum and minimum value of contreller output,
minimum and maximum allowable error, etc.). The
second one is a logical controller which switches between
the course and fine controller and computes the universe
of discourse of input and output based on the set values of
the main supervisory. The overall block diagram of
supervisory confroller in 2 multivariable process (or any
DCS) is shown in Fig. 6. In this case one supervisor
controller can handie more than one process variable
where the sampling time for supervision is smaller than
the sampling time of the process variable. Hence, each
group of process variables are supervised by one
supervisory coatroller the selection between them is
achieved using multipiexer ai the input of the supervisory
and de-multiplexer at the outputs.

High decision maker

Yariable sel
values
R SRR Oratput
Second (low) decision maker 1
i< controller

Refercmas
mpst

Fig. 6 Over-all block diagram of self adapted supervisery fezry

V. EXPERIMENTAL PROCESS

Most of real processes are of complex nature and contain
MIMQ variables. One of these processes is the process,
which is one of the necessary processes in most refinery
process crude peiroteum oil. The LPG is a light saturated
paraffinic hydrocarbon derived from the refinery process
crude petroleum oil stabilization and natural gas
processing plants. They consist mainly of propane (C3H8)
and butane (C4H10) or combination of the two and some
other hydrocarbons. They are mainly liquefied under
pressure for transportation and storage.

The LPG tecovery process is (o separaie the main
components of LPG, C3HE, C4HIO0 and the other
hydrocarbons. The separation takes place at a certain
heating temperature. One of the LPG recovery process, in
ANRPC Petroleum Company in Egypt, starts by
Deethanizer (Ethan separation C2HG6) process foliowed by
Depropanizer and Debutanizer process. The schematic
diagram of LPG recovery process is introduced in [3].
Deetbanizer recovery process is a part of LPG recovery
process. The schematic Diagram of the Deethanizer
recovery process is shown in Fig. 7. Treated LPG is feed
to the upper of the separation tower and the outlets of the
tower are Ethan and treated LPG. The Deethanizer
Recovery process requires a certain  conditions of
temperature, Jevel and pressure. Each process variable
{Temperature, Level and Pressure) in the recovery process
is controlled by an individual control toop in the DCS. P1
conirgller is the main controller for almost control {cop.
The temperature of Ethan produced is contrelled through
deethanizer reboiler by changing the steam flow rate to
the rebeiler. The Ethan temperature must be maintained at
420 °c all the time. The heating of LPG is performed
using steam and variation in the steam flow rate lead to
the varialion of the process temperature. Hence process
temperature is controlled by adjusting the inlet steam and
outlet condensed water flow rate to and from the reboiler
unit as in Fig. 7. Where the steam conditions (pressure
and femperature) vary during operation, the temperature
controller cannot maintain the temperature around the
allowable range 420° * 2%. Due to thig reason, a human
supervision is necessary all the time in order 1o limits the
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systern variation. The loop tuning is done based on the
human experience with some trial and error. In order to
avoid the instability and less accuracy of process
performance, the human supervisory play an important
role in process adjustment and operations.

This type of process is a continucus and complex
process and the process identification has many
approximations. The conventional controller cannot
handlz ali situations of the process, which mainly depends
on the system model.

Since it is difficult to test directly the suggested
contreller in reat time on the LPG process due to the
practical considerations, a small prototype for the thermal
and level loops of the LPG recovery process are
constructed as shown in Fig. 8, which simulate the tank
and reboiler unit in the Deethanizer of LPG recovery
Process.

The thermal loop is a single input-single output system
{SISO). The apparatus consists of a versatile controlier, an
electrically heated model process and condition unit. The
mode! is an electrically heated, aluminum process block
surrounded by a water jacket, into which is inserted a
platinum resistance thermometer. The model is designed
so that it is, in effect, a speed up version on an industrial
process with time constants shoriened, to make the
experiments of suitable duration for  university
engineering laboratories.

The control problem iovestigated is that of
maintaining the process temperature under variation of
heat losses (by changing the cocling water flow rate).

The actual temperature is measured using resistor
thermometer. The temperature signal is suitably amplified
to drive 200mv/"c for each one degree change,

The control of the power to the process heater is
achieved using the thytistor circuit operating in burst
firing mode. The average power to the heater is controlled
from 0 to [00% via controlling the root mean square
valuze of the heater voltage from 0 1o 220v. Which
equivalent to -10 to +10 control signal.

The leve! process is a continuous process. The
apparatus consists of level tank, driving pump ang two
pneumatic valves, one for feedback water (control value)
and the other for output water flow rate discharging {to
heater); each one has individual positioning unit. The
control problem investigaled is that to maintain the tank
level constant under vartation of output water flow rate.
The actual level is measured using level sensor
(Piezoelectric sensor). The level signal is suitably
amplified to drive 50mv for one percent of the tank
capacity (1 em height). The controller output signal is 0-5
volt 1o operate the feedback valve through positioning
unit (-5v/0-20psi) and the feeding pump is supplied from
constunt 220V AC supply. The tank level 1m and
diameter 20cm, the total schematic diagram of the
processes, thermal and level, is shown in Fig. 8.

The thermal and level models are a small prototype of
the Deethanizer of LPG recovery process as shown in Fig.

8, and the analogy between the iwo processes is
summarized in the following points:
<) '
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Fig, 8 Schematic dingram of experimental model

1-The variation of the steam conditions of the heating
system in the actual process is equivalent to the
variation of the cooling water flow rate in the process
madel.

2-The control signal in the aciual process varies the steam
flow rate to change LPG temperature also the control
signal in the thermal mode! changes the average power
to the electric heater.

3-The controlled variable in the actual process is the
outlet Ethan temperature but in the model is the water
temperature.

4-The variation of the second stage demands conditions in
the actual process is equivalent to variation of output
water flow rate in the process model.

5-The control signal in the actual process varies the
feedback flow rate to change LPG level also the control
signat in the level model changes the feedback flow
rate.

6-The controlled variable in the actuat process is the LPG
level in the process tower but in the model is the water
level in the tank.

V.l EXPERIMENTAL PROCESS IDENTIFICATION

To obtain the mathematical model of the process, ie. to
identify the process parameters, the process is looked as a
black box, with an input step is applied ( 20 °C ), the
identified model is given by equation (15) and the open
loop time response is shown in Fig. 9.



Mansoura Engineering Journal, (MEJ), Vol. 34, No. 4, December 2009, E.7
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Fig. & The actuat and simulzated (ime responses of the temperalure
process.

-0.04 0.0016 1
X(kﬂ):[ 1 0 ]J(%)Jr[o]u(k) (15)

wK)=[0 0.0001864x(k)

where ye®R represents the ouiput temperature and ue®
represents the heater sigoal. The identified model is
approximated as a linear model, but exactly the closed
loop system is nonlinear due to the limitation in the
contro] signal {£10v). Usiog the methed of PID tuning
[13] gives the following tuning parameters:

Kp =60, K=80, and £~20.

These parameters gave a good response in this case
but the main drawback that, if the system exposed to a
random disturbance (variable flow rate}, the response
oscillates as shown in Fig. |0 and PID controller
parameters must be rerurned. Retuning the parameters in
the sysiem like LPG is very critical and need a high
experience. Therefore, angther approach must be
introduced to avoid this problem.
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Fig. 10 Tuned PID response with disturbance effect

V.2 IMPLEMENTATION OF ADAPTIVE FUZZY
CONTROLLER ON EXPERIMENT CASE STUDY

V.20 NORMALIZED FUZZY CONTROLLER

To overcome the problem of PID parameter varialion, a
normalized Fuzzy controller with adjustable scale factors
is suggested. In our experimenial case study, the fuzzy
controller designed has the membership function as
shown in Fig. 2 and the fuzzy controller rule base is
shown in Table 1.

Fig. 11 shows the response of the normalized FLC ¢n
simulated experimental model with gain values error is [,
rate of error is 1 and control signal is 10. The response has
high steady state error.
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Fig |1 simulation of nermalized FLC

Fig. 12 shows the simulation responses for different
values of scale factors selected manually (5-15 error gain,
10-20 rate of error, 6-10v contro! output signal). We can
conclude from the responses of Fig.12 that, output scale
factors has a direct effect on the output response mainly
the steady state error, but changing the input scale factors
have a iess effect on the steady state response but mainly
improve the transient response [19].

wysiom responses

Tirns (sec)
Fig 12 simulation response for differemt scale factors
Adjusting the gains according to the simulation
resuits, the system respomses for different input/output
gains are shown in Fig. 13. From the analysis of the above
responses, we can conclude that:
* Decreasing input scale factors increases the
response offset,
» [ncreasing output scale facter fasts the response
of the system but may cause some oscillations.

Tirme {eeg)

Fig 13 Acwal responses for differenl input/ oulput gans
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So the selection must compromise between input and
output scale factors.

In the following section, the output scale factor is
adapted where the input scale factors are fixed at 10 error
scale and 15 rate of error scale based an manuzal tuning
result. The introduced two methods, GD adaptation
method and supervisor fuzzy, are tested to adapt the
output scale factor.

V.22 QUTPUT SCALE FACTOR ADAPTATION
USING GD ADAPTATION METHOD

The adaptive variable here i3 the outpul scale factor gain
{denormalization factor). Therefore, the GD method seeks
to decrease the value of the quadratic obiective function
based on the instantaneous error as shown from equations
(1) -(6).

Fig. 14 shows the response of the experimentai system
when ®y=1 and o«=0.5, Fig. 15 shows the responses for
different values of o {0.1, 0.3,0.5 and 1).Changing Lhe
initia! value of scale factor to 10 at « equal 0.5 gives the
response shown in Fig. 16. Also Fig. 17 shows the
responses of the system when initial gain 10 and different
values of @ (0.1, 0.3, 0.5 and 1). The selection of initial
gain and adaptation factor is chosen by trial and emor.
There is no specific method to determine the optimal
value but there is 2 guide vaiues, For instance, adaptation
factor range O0< o< 2 (17] otherwise the response
oscillate. Also. the initial value should to be D« ®,<
maximum universe of discourse of the control
membership function.

It has been noted that, the responses abtained using
GD methods is slow compared to the previous responses.
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V.23 FUZZYSUPERVISIOR ADAPTATION

The overall block diagram of the system with supervisor
controller is shown in Fig. 1. Firstly, the output gain is
adapted only as in GD method to compare between them.
The reference model is taken as a unity gain. The fuzzy
supervisory algorithm discussed in  section (Il is
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implemented here, where the membership is taken as in
Fig. 5 and the range of scale factor of output is u=2 and
uy=6 while the input scale is neglected. Fig. 18 shows the
sysiem response using supervisory fuzzy controller. Fig. |9
compares between the best responses using GD with
supervisor fuzzy response. The two responses are almost
similar. The response of supervisor fuzzy is relatively
faster. )

Checking the robustmess of supervisor controller to
system disturbance is shown in Fig. 20, where the cooling
water flow rate is changed duoring the system operation
which equivalent to steam variation in LPG recovery
process. Flow rate can be changed from 0% to 100%
where 100% flow rate means 2 liter/min. Tuning both
input and output scale factors using supervisor controller,
the supervisor fuzzy will be muiti-input multi-output
fuzzy controjler without coupling between the variables,
i.e. the same supervisor algorithm is applied to each
output individually with different universe of discourses.
The scale factor of the error signal is limited by the
maximum allowable error according to equation (13),
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Fig. 19 Responses of GD with supervisor
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Fig. 20 Actual response using supervisor controller when input
gains | 5 and 20 and disturbed flow rated

Fig. 21 shows the response of the disturbed system
using supervisor controller for input and output scale
factors. Fig. 22 shows a comparison between output scale
supervision and output/input supervision. It is noted that,
input/output supervision reduces the ripple which can be
happen.
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Fig. 22 Comparison belween supervisor outpul and input/outpul

All the previous results are taken with considering that
the reference response is step. In practice, there is no
physical system can be changed from initial value to final
value in no time. Hence, the required performance is
transferred 1o a reference model and the system should be
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forced to follow the required response (overshoot, rise
time, eic.). The desired specifications of the system
should 1o be: overshootg 20%; rise time < 150sec; based
on the experience of the process. The desired discrete
state space model that achieves the desired specifications
is described by the model shown in equation (16).

09761 0394 1 |
x{k+l)=[ L ]nk)+|:0}u(k) 0
WK =[0 0.627Fxk)

Fig. 23 shows the system-response compared to the
desired model response when water flow rate is 50%.
Also, Fig. 24 shows the response when flow rate is 80%.
Fig. 25 shows a comparison between the two responses.
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According to the simulation and practical results of
temperalure loop it can be concluded that:

1- GD methods give a relatively slow response and
depend on the initial values of the algorithm parameters.
Another drawback of GD method is that, sometimes the
adaptation equation is very hard to implement. For
instance if we used the GD method to adapt the input
scale factor, the equation is not easy to obtain because it
depend on the type of fuzzy system used and FIS tools
(membership functions type, fuzzy implication method,
fuzzy controller type ... etc).

2- The suggested approach (Fuzzy supervision) is easy
to built and give a good response. The mathematical tools
are very simple. The supervisory algorithin does not
dependent on the main fuzzy controller and its parameters
(normalized fuzzy and FIS). Also it can be generalized to
most of single inputfoutput loops in any DCS as in the
next section.

V.3 Implementation of Generalized Algorithm on
Level Conirol loop as a Process variable in LPG
Recovery Process

The suggested method to contrel the temperaturc is
introduced in the previous section. The suggested
algorithm  wiil be generalized on the level process
variable. The leve]l of LPG in the Deethanizer tower is
controlled based on the second stage (Depropanizer and
Debutanizer} demand and the utility required as in Fig. 7.
Adjusting the outputfinput scale factors range of the
supervisory controller according to equations (11-14) and
test the overall system for step input equivalent to 60cm
level anZ the outlet valve adjusted to 50% open. The
fuzzy rule base the same as in Table 2 which was used in
the thermal process with adjusting the scales of input and
outputs according to the algorithm used in course
controller. The new membership funclion of the
supervisory contreller in this case will be as in Fig. 5
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where the range of scale factor is taken as =1, ¢,=10,
u=0v and u,=5v,

Adjusting the output scale factor range of the
supervisary contreller according to equation (10) and the
same input scale factor ranges used in temperature control
and test the overall system for step inpul_equivalent to
60cm level and the outlet value adjusted to 50% open as
shown in Fig. 26. The response has 2% steady state error
and that is due to the input scales are not adjusted
according to the described algorithm in course control
mode.
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Fig. 26 Level response wilh adjusted oulput scale

The system response and scale factor variation , with
variable discharging flow rate from 50, 60,50 to 40, are
shown in Fig. 27. The results of the level process
responses show that the suggested algorithm is suitable to
most of process variables in any DCS with small efforts
on the main supgrvision,
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Fig. 27 Level response for step 60 cm and dislurbed discharging
ftow rate

V. CONCLUSIONS

LPG recovery process is an important subsystem in most
of refining petroleum industries. 1t is a multi-input/output
process and PI controller is the main controller used to
control the most of process variables. Process is
frequently exposed to unexpected conditions and the
controller fail to maintain the process variable in satisfied
conditions and it is necessary 1o retune the controller.
Supervisory fuzzy controller is suggested here to adapt
normalized fuzzy controlier, mainly output/input scale
factors. The algorithm is tested on an experimestal
prototype model, which simulates the healing and level
control process in LPG unit. Adaptive fuzzy controller is

also adapted using GD adapiation methods on the output
scale factor and it gave an acceptable response but it
difficult to be applied to the inputs scale facior of the
selected fuzzy controller which need a special parameters
of fuzzy controller e.g. it needs a diffecentiable
membership functions. Moreover, the response depends
on the initial values of adaptation algorithm.

Generalization of the suggested algorithm is achieved
by implementation the generalization method on the level
lpop. Hence it can be applied to any multi-input/output
system as multi-loops of single-input/output loop
(Decoupling). This method also seems to be simple to
implement, systematic, and has a less computational
burden. Whatever, this method does not the best but it
consider as a primary solution to the system until good
system identification is achieved. Hence using the control
methods based on the model of the contro) system will
give more accurate response.
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