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combined approaches 
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1- Introduction . . 
The purpose of multiple criterion mathematical programming is to optimize k 

different criterion functions subject to a set orconstraints. This paper prescnls L11c 
collection of the characteristics of the four interactive approaches already 
mentional in the abstract. The stem method has been proposed by Benayoun 
Demontgolfier, Tergny and Laritchev (1971) [4] .This approach considers the 
reduced feasible region method for solving multiple criterion programming. The 
second trade off cutting plane method was developed by Musselrnan and 
Talavage. It isolates the best- compromise solution by iteratively reducing the 
objective space [7]. The third GDF method was developed by Geoffrion - Dyer- 
Feinberg. It a line search procedure for solving multiple criterion program [S]. 
Finally, the fourth method is the weighted Tchebycheff procedure, which is a 
weighting vector space reduction method for multiple criterion nonlinear integer 
programming problems. It has been proposed by Steuer and Choo (1983). 131. 'l'his 
paper comprise: the first combined approach solves a point in the reduced Ceasible 
region S = s'~) whose criterion vector is closest to z* ( ideal solution ) according to 
the w:ighted Tchebycheff metric defined by h E R~ , and isolates the bcsl 
compramise solution by iteratively reducing the objective space ( equivalent to thc 
reduct& ofthe feasible space ) by cutting planes.. Tllc second combincd approach 
deals with the Tchebycheff procedure by generating a useful line search direction 
which help the decision maker to generate a good weighing used in TchebychefT 
program, and The unified proposed algorithm collects the characteristics of the two 
combined approaches. 

2 -Problem formulation 
A mathematical formulation of multiple criterion nonlinear integer 

programming problem(MCNLTPP) can take the follwing form (P):- 
Max f(x) = { fdx) , fdx) , . . . , fk(x) 1 
Subject to S(') 
,s(')={ x/gj(x)<O , x ? O ,  xisinteger.}.j=1,2 ,..., In 

Where x is an n-dimensional vector of continuous decision variables, s(') is a 
decision space ,and f(x) is a vector of k real valued Cunctions ,considering that the 
ideal solution exists. 

3- First combind approach 

This approach combines the choracfcrint ir:s of slcm 1 1 ~ ~ l l 1 0 i l  ; I I I ~  I I ; I ~ c .  011' 

cutting plane method. Let us consider the ibllwing definitions 

Definition I ( efficient solution ) [ 6 ] 

A solution x* E S is said to be efficient .. . if for any x G S satisfying 

fk(x) > fj(x*), $(x) < Cj (x*). for at least o m  other index , j #k 



3-1 The proposed first combined algorithm 
'l'llc solution of the problcm (1') ca11 bc summarized in the follwing steps using 

I I I C  l i151 C O I I I ~ ) I I I C ~  : tpp10~11 

Step (1) 

By individually optimizing each objective function to obtain the ideal criterion 

vector z* E K'. 
Thatis z , * = { M a x = f i ( x ) / x ~ ~ ( " ) )  i = I , Z  , . . ,  k. 

and construct a pay off table as table (1) 

mi 
By normalizing the weights h E K' . hi = 

C Z l l n j  ' 

Where z; - max %,(xi) . 

Step (3) 
By solving the weight min max program. 

Min a 

Subject to : x ES' ' )' 
= x x  S '  a > h , ( z ; * - z i )  ,x>O,xi$integer , i  = 1 , 2 , . . , k , a . ? O }  

- I s i o  X ( ' ) . I I I  Illis  SIC^ SOIVCS for thc,point in the reduced feasible 
rcgio~l s"' wllosc critcl-ion vcctor closcsi to z* ,according to the weighted 

Tchebycl~eff n~etric defined by h; E R ~ .  

Sicp (4) 

By letting A')= z(x(") and comparing 2') with z*. 

If all components of z(" are satisfactory, stop (dl),  d l ) )  as a final solution . 
Otherwise choose a concave decision maker utility hnction U and go  to Step (5). 

I SIC(> ( 5 )  
! I<y interacting ~ l l e  decision maker lo obtain the local trade off ratios at x0') 

1 A conlbined approach needs (k- I) local irade off ratios at each iteration. 



Drlirtitior~ 2 ( The weighted Tcitebycheff metric) [ 4 ] 

A - We recognize / I zi* - zi I I - Max lzi* - zi I as a member of the family of 

I < i < h  

weighted-'rchebychll' metrics for measuring the distance between zi ( current 
k 

solution ) , zi* ( ideal solution ) . h= ( l,/& E R , k, 2 0, c=~'+= I ). 

1)rlinitioll 3 ( Iwsl cornpwmisr soiution) 161 

:. 'l'llc hest coml)rornisc solution to multiple crilerion nonlinear integer 
programming problem (MCNLIPI') is an efticient solution that maximizes the 

dccision inakcr's prcrcrence runction 

I)elirtitiort 4 ( loc:tl trade oll'r;ttio ) [ 7 j  

T l ~ c  local Lradc oll'ratio ( nlarginal ratc ol'substitution ) between the objectives 

((x) and fi(x) at solution x'") , U is the ~~ti l i ty  fbnction. 

L A  11s delil~e the p:~y on tables, 141 
A pay off table of the form table (1) below, where the rows are criterion 

vec~ors resulting from individu;~lly rnasimizing each objectives. the zi* entries 
I I I I I I ~ I I  i o n a l  I I v I n a i n ~ a l  criterion vaIucs(ovcr Llic 
i c i c n  s t  ) , I c  I I I I ~ I I I I  v l u c  i I i "' colurnn of the pay off table is an 
cstimale ol'a iiiinm~~ni criterion value of'thc i 'I' objective over S. 

2 z' . . .  zk 



Definition 2 ( The weighted TchebycheBmetric) [ 4 ] 

We recognize I I z,* - zi I I " = Max I j  lzi* - zi I as a member of the family of 

I56k 

weighted-Tchebychff metrics for measuring the distance between zi ( current 

solution ) , zi* ( ideal solution ) , h = ( &I E R ~ ,  2 0, = 1 ), 

Definition 3 ( best compromise solution) [6] 

The best compromisc solution Lo lnulliple criterion nonlinear integer 
programming problem (MCNLIPP) is an eficient solution that maximizes the 
decision maker's preference hnction. 

i 

Drfinitiou 4 ( Ior;~l trade off ratio ) 171 
'l'l~c l(~cal r d c  oil'ratio ( margi~~id rate ofsubstitu~ion ) betwccn the objcctivcs 

Ij(x) and L;(x) at solution x"') , U is the utility function. 

. (I,) 
~ - ( l l ) =  !I x 

Let us define the pay off tables. [4] 
A pay oll' tablc of l l~c form tablc ( I )  below, where the rows are criterion 

vectors resulting from individually maximizing each objectives , the zi* entries 
along the main diagonal from >he vector of maximal criterion\yalues(over the 
etlicienl set ) .the minimum value in the i Lh column of the pay off table is an 
cstimalc ofa ini~imum crilcrion value of tl~c i 'I '  objccLive over S. 

2 z2 . . .  zk 

Table (1) 



Step (6) 
By gcr~cra~iny a lradc oT1'cut constraint, that is an additional constraint which is 

used to eliminate a certain portion of the reduction space S('). 

( I  : ,%I T ( (x) - ( x )  L 0 ,[7] is a trade off cut. 
, . I I . . 

Step (7) .. , 

By solve the follwing program:- 
Max Y* 
Subject to 

~ ( h ' 1 )  

y 2 0 ,  is inleyer. 
WllCIC s"" " S' 1 '  , , ,'"" 

If Y* c or Y' = 0 , stop Otherwise determine a secondary point, 
y(ll I ') = x (W + p ( y'"'- x"") and go to step 8. 

Step (8)  
\Jse the point y("") and solve the program, [7]. 

Subject to 

f;(x) - 4(x'"" 2 a , j== 1, 2 , .. ., k 
(- s"' 

Step (9) 

If the solution is satisfactory, Then go to step (10) , otherwise let h = h +1 , and 
g," to slcp (5). 

Slrp (10) 

Stop ( x z""~') as the final solution 

4 -The second combined approach 
'l'l~is combines GDF and Tcliebycl.eff' procedure. Now let us make these 

delinilions 

'l'l~e direction linding program 15.1 
With the known function LI : zk - K to be optimized over s"). The 

direction lindirig program is delincd as ibllows. 
11-1 . 'r Max { [  V, U (x I . s / x E S ) with yh E S is the optimal 

I, _ 11 solulion the direction is defined d - y - XI"' . 



A steepest ascent progrim [4] 

With direction dl' = V .' U (x".') where V,U (x ("I)) is a gradient of U at XI'-' 

we define the step size program 

Max - { u(x"-' -1. t dl' ) / XI'-' -t t dl' t. S("'. O 5 t 5 I ) with step size t* optimal. Let 
11-  11-1 x - x + t* dl'. 

The proposed second combined algorithm 
The solution of the problem (P) can be summarized in the follwing steps 

using the second combined approach. 

Compute the ideal solution z* ( the I-crcrcnce criterion vector) where 

Zi* = n~ax { C(x) , x E S I i - I .  2 ..... k. 

Sicp (2) , .. 

Generate an initial efkient solution by solving the follwing program: 

Subject to : x E s"'), x niay be non-intcgcr. 

Step (3) 

Sel h = h -t I ,  x'") ES("' is an initial elficient solution. i 

S1cp (4) 

Ask the decision maker to dctcrmine thc utility fimction which is concave 
and differentiable i 

Solvc the direction finding program:- 
Max = ( V1J. y / y F s(") ), y is integer. 

11 - I, With y" G S define the direction d - y - x" this should suffice for generating 
a usclid line search directions. i.c. is a good direction in which seeks to improve 
thc ob.jective lilnction U[z(x)l, 

Step (7) 
Specify the number ol'step wise points, display the stepwise criterion vectors 

z[xl' +a-1/p-1 )dl1]. j =  1 . 2 . . . , p - 1  



Step (8) 
Il'thc solution is satisfactory then stop. Otherwise go to step (9) 

Step (9) 

For all z[xi' -I- 6-lip-I) dl'] determine h for each z. 

~ h e r e h = { h ~ ~ ' / h ~ [ ~ ,  I ] ,  x1 ,=I  & = I  j , [2] 

Zi*= =. 
z;* zi but there exists index j such that zj* = zj 

Step (10) 

lyor each h, solve h e  weiyhting 'I'cl~ebychell'program [3] for i = I , . . . ,k 

Slep (11) 

Dsplay the p criterion vector to the decision maker to choose which 

preferred. Let z" designate thc criterion vector selected by the decision maker as 
tl~c most prcfcued fiom the sample of step (10) then go to step (12) otherwise go to 
stcp (5) 

Slep (12) 

Computc the invc~-se imagc of the tlccision -maker's final criterion vector 

selection , he will terminate the algorithnl if 

( I )  (j-lip-I)= t* - 0  

(2) the solution is satisiiactory to the decision maker. 

5-l'he unified approach 

' 1 ' 1 1 ~  I W I  ; I ~ ~ I . O ; I C ~ C S  \vhicIi t11.c ( I ~ S C I I S S C ~  i n  lllc ~ ~ C V ~ O L I S  SCCL~OIIS  arc 
con~bincd togc[lier in a unilicd approach 'I'llc pl-oposcd unified approach is more 
convergent than the other approaclxs . This approach is based upon the direction 
finding program (Frank Wolf algorithm [ 5 I) Lo determine the good direction dl' 
and steepest ascent program I41 to determines the step size t*.The unified 



algorithm determine the best weighting vector hk and applied Tchebycheff program 
to the point closest to the ideal solution and constructs a promising space (trade off 
cut ) 171 to eliminate a certain portion. 
5-1 A proposed unified algorithm 

The solution OF problem (P) can be summarized in the follwing steps using the 
unified approach. 

Step (1) 
Conipule an ideal solution z* [3]. 

Step (4 
Compute an initial efficient solution. 

Step (3) 
Apply a direction finding program to find d"') 

Slq, (4) 
/\pply a slccpcsl ascenl progriui~ to lind I*. 

Step (5) 

Compute zi( x ( ~ )  4- t* d "'))and find hi at zi . 

Where. 

zi* = Zi . . 
zi* t- zi but there exists index j such that zj* = zj. 

SLq) (6) 

Solve tlic li)llwing progr;uii. 
Mi11 u 

Subject to : x E s"" , 
s("' = ( x / x c s ( ~ ' ) ,  US. & ( x i * - x i )  , i = 1 . 2  ..... k )  

SIC'[, (7) 
If tlic solution is sa~islhctory, go to step ( 12 ), otherwise go to stepiClI), and 

it~tcract tlic DM lo choosc ilic bcsl solution. If it does not satisfy the best solution 

go to step (8). 

Step (8) 
Construct a tradc on'cut (PI-omising space) 

I"'" : ~1 y p )  ( - qx@) 1 2 0 121, ,~.I 

Step (9) 
Solve the following program 

Max Y = v,' U . (y - x''') ) 



Subject to 
y s'~' n pc) 

s t cp  ( 1  0) 

I f Y * = O  or Y*SE gotostep(li),othenviselet h = h + l a n d  determine 
the secondary point 
' = x l +  p ( ' )  - x )  . , p = .5 , go to step (6). 

Stcp ( 1  I) 
Sclcct ~ h c :  variablc will1 ~ h c  greatest ii.actional part, say xj , and solve the 

program with additional constraint xj 5 [xj]. If the integer solution is satisfactory 
stop . I f  not solve the same program with additional constraint xj Z [xj] + I .  If the 
intcger solu,tion is satisfactory, go to step (12). 

Stcp (12) 

Stop with ( xi'", z"") as a linal solution. 

5-2 lllestrativc exaniplc:- 
To illustrate the unified algorithm, consider the following MCNLLP problem 

Max -: 1.1 (x) I- X I  , Iz (x) - xz , t i  (x) = X3 ) 

Subject to 
2 s12 t s 2  -1-x: < 225. 

xi.0. xi is integer. and E = ,001 

So lu l io~~  

To obtain t!lc intcger solution use the branch and bound technique, [I]. 
S1cp ( 1 ) :- 
Conlputc llic idc;il solrilion by solving lhc lidlwing program:- 
bias  I; (s) s, i - 1 ,2..i 

Subjccl to 
2 sI2  .I-  x2 1- x . ~ ~  2 225 ~ ( 0 )  

x, 5 0 & is intcger 

lhcrl the ideal solulion Z * =  ( 15,  15,15) 

Step (2) :- 

Find ~ h e  initial efficient solution 



Step 3:- 
Apply Frank - Wolfal~oritl in~ (direction finding program) 

Irr T I I  ( 1 1  I , '1.1: ( 1 )  0 1 )  , 1 ,  I 

I I J 

Rr V,i u =[ C ~ l i  ' " ( 8  / 3 x 1   T TI; 'I '  8 /  & , ZTI~ ( I )  afi /&I 
i 1 i=l 

= ( 9 * I )  

and solve 

Max=(  L.99 , I ) .  ( y t ,  YZ , y 3 )  
Subject to 

2 
yi + y2' +. Y3Z < 225 

y i Y 0 .  i= l , 2 , 3  
w h c r c l J = - J ( Z 1 -  15)~-1(7 .2  - 15)~-1-(7;1 - 15)'] 

Is ~ I I C  1111pIici1 IAVI's ~ i t i l i l y  li~i~ction whic11 is  concave. 
arid lct l l~c  1xograni:- 
Max i . y ~  + .99 .y~ + 1 . ~ 3  

Subject to 
2 2 .  y12 -1 y2 4- y.1 5 225. 

y1 ". 

'fhc solulior~ of [hat syslcm y ' I '  = ( 8.68 .. 8.6 . 8.68 ) 
Ict d ' 1 '  = ( '1  - Y (11) = ( .03,  .06 ,.03 ) 

Stel) 4 :- 
Apply a steepest ascent program 
That solvcs [he program. 
Mas = U(Z(x'"'+ t d " ) )  

Subjcct lo 
( x  Ill) I ttp) ) (  sW) 

0 5 1 :i I 

i c .  M a s - - l ( - 6 . 3 5 - i - . 0 3 t ) 2 + ( - 8 . 6 6 - i - . 0 6 t ) 2 + ( - 8 . 6 5 + . 0 3 t ) 2 ]  

Subjcci lo  

(8 .65 -1 ,031)' t (8.66 - 0 6  I)' + (8.65 t -  . 03 )~  S 225. 

o s t c  l 
then the solution t* = 

S1t.p 5 :- 

i l l  7. ( s I 17 'I ' I '  ) 

% ( 8.065 . 8.07 , 8.00 f 

& compute hi E R~ i=1,2,3 

ilnd :ilso h.2 ,hi . 3 3  



Step 6 :- 

Solve the program 

klin a 
Suhjcct to : x E S" '. 
S' "= { x I a > 3 3  (1 5-xl ),a>.33(15-x2) , cQ.33 ( 15 -x3) ,xt2 + xz2 + ~3~ < 225, 

Zi = xl , Z2 = xz, Z3 =x, ,xi > 0 & integer, i= 1,2,3 ) 
z'" = ( 8.66, 8.66,8.66 ) 
x"' ( 8.06, 8.66, 8.66 ) , 

Step 7:- 

To lind the integer solution select the variablewith the greatest fractional part 

say X I  . and add the constraint xl < 8 to  and solve the program, then the solution 
is (S.S,S), also hy the same way add the constraint xl 1 9 ,  then the solution is 
( '1,s .Isri,s .is5) I I I I C I : I ~ I  I I I C  I)M 10 sclccl illc prcfc~.~.ctl solulion . 

I l c i s i ~ ~  I I I ~  V O I I  i~~lprovc the solution go to slcp 7. 

Step 8 :- 
Colnputc Tii at x ' I '  ' f l l = l  ,T I2=1  ,T13=1 

fir conslruct a trade oKcut 

I : l ( y 1 - 8 . 6 6 ) i - l ( y 2  - 8.66)-t  

Step 9 :- 

Solve the program. 

Mas Y* = ( yl - 8.66) + ( y2 - 8.66 
n ptl) 

y O Xc is inicgcl- 

30 step( I 1)  

Step I0 :- 
: . I. . . go "q)( I I )  

SIl.[> I i :- 

Sclecl the variable with the geateit liactional part ,say yz and add the constraint 
YZL 7 to S' " n 1,' ' ', then the solution is ( 9.368, 7, 9.3931), also by the same way 
,add the constraint y3 L10, then the solution is ( 8.7, 7 ,  10) ,take y l l 8 ,  Then the 
solutio~l is ( S ,7, 0 ) . 

Anoilre:. e sa~~ ip l c  

1.el cis co~sidcr the fi)llowing example 

R/l;~s ; I'I(X) . . X I  , i;(xj -.x2 ; 
StlbjcCt lo S E S'"', 

~ ' 0 ) -  { xi+x2 < 1 0 . 2 x l - ~ ~ 2 ~ 1 8 , 5 ~ ~ + 9 x ~ > 4 5 , x ~ 2 + ~ ~ 2 ~ 1 0 0 ,  



Solution 

Slrp (1)  

'The itical solulion is (9. 10) 
S l q  (2) 

The initial eflicient solution is (4.1, 5.89). 

Slcp (3) 
:\pply I I I C  I;wnk- Wnl~prop.r:~n~ In I i ~ d  lhc dircclion d 1 1 )  

I .el (1 - ( % I  -1. I )' (Z2 t 1)' . solve the direction finding program , then the 
solution y' "= ( 9 .  0 )  then do )= (4.9, - 5.89). 

Slep (4) I 

Apply the steepest ascent. program to find t* 
. 06 

SICy (5) 

('o~nputc %;( s'"' 4- I* d("), and find 11. XZ 
AI -- 1 19 - 4.304 [ I 1 9  - 4.394 + 1 / 10  - 5.536 1.' = ,429. 

1 1 n  I XI -37  

Step ( 6 )  

Solvc lhc li)llowins program 

Viin u 
Subjccl to : x e S ( I '  , 
S' 1 ': ( u > .429 ( 9 - X I ) ,  a > .57 ( 10 - xz) , x E s(')). 

Then the solution is x" ' = (3.864.6.135 ). 
I isc hra~ich anti 1)ountl iccliniquc lo give ihe integer solution as follow ' . 

Sclcct lhc variable with the greatest fractional part ,say XI , add the constraint XI 5 3 
to S' ' ', solve the program ,then the solution is ( 3 , 5.48 ), also add the constraint 

s : 4 , I solulion is ( 4 ,  6 ) , 
Slrp (5) 

111twet tl~c DM lo sclcct thc prdcrred solulion. 

Il'lllc tlccision inaker desire lo improve that solution go to step 8. 

Step (8) 
f'onstruct the trade off cut P ( '  )= ( y l -  3.864 ) + 3 6  (yz - 6.135) 

Slti) (9) 

Solvc the program 
M;IX ( yl - 3.S64)I .86(  y2 - 6.1.35) 

Sul+x~ 10 : y t S' ' ' 0 I" ' ' 
' I ' ~ I L . I I  tI1c s0Iuti011 is ( .?.87, 6.128 ) , Y* = ,003 . 

Step(l0) 
1 I.,,* .,.I t ;  go to SIC]) ( I I ) 

Sl~ l l ( i  I )  

s I I I I  I I)ou110 l c ~ h n i q ~ ~ c  l i ~  s~lving nonlinear integer programming, 
i . ~ ,  Sclci~ 111c v;~~i;~bic with ~ h c  ~ r c a ~ c s ~  lixctional part say yl , and add the constraint 



yl . 3 10 S' ' ' n I" ' ' , Ilicn lhc sol~~lion is ( 3 . 7 ) ,t1- 1024 .and also add the 
~ : O I I S I I ~ I ~ I I I  y l  . . 4 111cn Ihc soluli~~n is ( 4  , 0 ), U - -  1225. 

Stcp(l2) 
Finally the decision maker choose the best compromise solution which is ( 4, 6 ). 

Cor~clusion 
\Yc intriodtrce an inkraclivc trnilictl approach ibr solving multiple criterion 

nonlinear integer programming problems which is converges to the best compromise 
solution more than the other approaches , at any iteration the decision maker is 
shown ihe best step size t* , and a good direction dh to help the decision maker to 
arriving the best compromise solution . An illustrative example is solved in details to 
ilh~slrale~hc validily ofthe proposed r~nilied algorithm. 
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