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Abstract- A detailed comparnison of the perforrnancu " sevente.n diderent QRS
detection algorithms under neise conditions is undertz e~ An * uation scheme s
Ceveloped to compare the deteclion perfonnance in rerms of tming accuracy and
reliabity, These include' 1dentification  of the number :f Jerected yzats, the nomber of
sulse positives, the number of fulse negattves, the numbs: i ltie ! letection, the tima
delay and ume advance. The use of a synthesized I3 si na’ Jlowed the timing
reterence tor the QRS complex to be known For QRS verer o0 o Lability tests, records
from the siandard Amertcan Heart Assocation Duatsbase (Al ~ere used as tesi
signzls Tt has been concluded thar alwenthms based on acpliude e tirst derivative
give lmgn performance (o BCU commupted with EMG nowse bur gre s ssitive to changes
in baseline Jdiift which aciounts tor the decrease in performance +hen subjected to
compusite noise  Algorithms baxed on firsk fint ndfseco sl dernivatives overcome the
baseline wandening, howewver, thewr porformancz s alfected by the histh [fequency noise
e g EMG, Adgorithms based on tnear and nonliwcar flitedng detec:s the correst aumber
of beats but with time advance wd tme et o e to the Ller phiase charactenseics.
Algorthms based on neural nelwork r1 w0 ' el ootk gave the mighest
performance  Specifically, an alponilie oes o e et st renvark is the nost
insensitive o all types ofneia amd s they v iwcht L ieer 700 connploxes under
tvpes of abnormalities with no imis ovann . o delas
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effective dielectric consiant, and normalized input impedance are obtained. The present resulls are
compared with the published daiz and good agreement has been found.
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III. Numerical Results

Extensive numerical simulations based on a three dimensional FDTD technique have been
conducied for two different types  of practical electronic packaging. In addition, the effecl of
using the recently developed Berenger PML ABC’s is studied.

The first analyzed structure is shown in Fig. 1. It represents a via-hole grounded microstrip
line with a via hole diameter of 0.6 mm, microstrip width 2.3 mm, a substrate of thickness 0.794
mm, and dielectric constan 2.32 [5]. According to crilerion stability condition , equation (3), a Yee
cell of Ax=Ay=Az=(.0575 mm was considered. This leads to discretize (he computationai domain
by 60x20x100 FDTD cells. The excitation is taken as a Gaussian pulse with £ =20 GHz. The
reference plane is defined 18 Ax away from the begging of the via hole while the oulpul port is
taken 5 Ax from the end of the microstrip. The via is taken as a cylinder and the staircasing
technique is used to model the via-bole boundary [5]. Fig. 2 and Fig .3 show the incident,
reflected, and transmitted signals on the line. To separale the incident and reflected signals in Fig. 2,
(wo simulations are carried cut. The first with the presence of the discontinuity which give the (otat
{incident and reflected) wave at the reference plane. The second is carried out wilh the absence of
the discontinuity which give only the incident wave at the reference piane. Using the two
simuialions, the incidenl and reflecled wave forms can be obtained. By applying the Fourier
transformation o the incident, reflected, and transmilted waves, one can calculate the scallering
parameters [1]. Figure 4 and Figure 5 show the scattering parameters for both (ypes of ABC's.
Comuuring the ohtained resulls with those of Kon, et. al. [3] which were cobtained by FDTD with
super ABC’s of MUR, it is found thal these results are in better agreement with our resulis obiained
with PML. The effect of changing the via diumeter is shown in these figures. These tigures show
that increasing the via hole diameter leads o decrease the scattering paramelters [3]. The effective
dielectric conslanl and the input impedance arc shown in Fig. 6 and Fig.7, respectively. Fig. 6
shows that as the frequency goes up, the effeclive dielectric constant tends (o a value equal 1o the
relative dielectric constant of the suhstrate. In calculating the inpul impedance, the characteristic
impedance of the microsirip line is assumed lo be equal 50€Q.

The second numerical exampie is the donble- via-transition package which is showu in Fig.
8. In this case the Yee cell has Ax=0.2 mm, Ay=i{}1 mm, and Az=0.] mm [1]. The excitalion is
taken as a Gaussian pulse with f_ =30 GHz. The reference plane is defined at 12 Ax away from the
begging of the via. Fig. 9 shows the fime domain response while Fig. 10 shows the magnitude of
S11. The scaltering parameter (S11) is compared with that obtained by FEM [1] with MUR
ABC’s. Good determination of the location of the resonance frequency is oblained by using the
PML ABC's. Fig. Ll and Fig. L2 show the effecuve diclectric constant and the input impedance,
respectively, From the last figure, il has found Lhal at the resonunce frequency, the imaginary pan
of the input impedunce goes to zero while its real part makes mimimurm value: i.e. the circuit acts as
4 series resenance circuil.

IY. Conclusion

The FDTD has been conducted 1o the unalysis of practical microwave clectronic packaging,
PML and MUR ABC's are used to wrminate the FDTD cell meshes, With PML ABC's, more
accurale resullts are obtamed duc o the better clumination ot ihe nouphysical wetlections of e

ABC's to the computational domain, Resitits for the time domain response, scalleniug parameters,
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where Ax, Ay, and Az are the spalial increments in the x, v, and z directions, respectively, The C's
B | . . . [ .
and D’s coefficients are as given in detail in reference [8].

For a non-homogeneous domain, each homogencous region is trealed separalely and then
the boundary conditions are forced at the interfaces.

To ensure that the numerical error generated in une calculation step does not accumulale and
grow, the stabilily criterion of Yee’s algorithm reluting A, A, ,and A, and At is applied 8},
1

171 1 1 4y
Al 5 — -+ —— +—— 3)
Y. AT Ay Az

where

At is the maximum time slep thal may be used, and

V.,  is the phase velocity in the medium.
B. Perfectly Matched Layer PML

The PML is a nonphysical absorber adjacent 1o the outer boundary of the computational
domain for an open structure. The PML ensures (hal a piane wave incident at any arbitrary angle or
frequency from the free-space upon a PMUL region is totally rransmitled into the PLM region with
negligible reflections toward the inner structure [7); Le. total abserption for the outgoing waves.
This is carried out by introducing an additional degree of frecdom by splitting the field components
with anisotropic malerial properties inthe PML region. For this material, the electric conductivity
and the magnetic loss is related hy 7],

g_9 (4}

where ¢ denotes the magnelic condnctivity.

Theoretically, for alayer ol such conductivilies there is no reflections from the inner sides
of the PML region to the inner structure (computalionai domain). However, the oulgoing waves are
reflecled by the perfecily conducting conditions at the outer boundary of the PML region and may
be returned to the inner domain. Beremger [7] suggested a conductivity profilel o(p) ); p is the
distance [rom the inner interface) which provides the decay of the outgoing field 1o zero as it goes w
the ouler boundaries. This totally eliminates reflections from the onter boundary of the PML 10 the
inner siructure. Accordinglv. Maxwell’s cquations can be wrilten as [Y],

AH, . oE_+E )
n, “+0 H, = - — L (3.0}
ot T oy
o, HE,, +E,
i a7
AE o 6lH, +H, )
E ‘g B = — GEL
oM : oy
OE _ AlH, +H_)
g, ——+0 B =-— — (hin
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different types of absorbing boundary conditions are used n ‘erminate the FDTD meshes; Mur first
order {6] and Berenger perfectly maiched layer (PML} [7] .Numerical results for the time domain
response, scallering parameters, effective dielectric consiant, und inpul impedance are obuined.
Good agreement with Lhe available published data for the scattering paramerers is found.

II. Formulation of the Problem
A. Time Domain Finite Difference Formulation
The via-hole grounded microstp line is shown in Fig. 1 where the strips and the botlom
planes are made of perfectly conducting maierial. The substrate has a relative dielectric constant
g, The microstrip line is laken as an open structure, For this structure, Maxwell’s equations can
be writlen as:

Side Wiew

Fig.1 The via-hole grounded microsirip.

H o -

B Log by (1)
at’ !“l'i !"Ll

=

T Lo -2E (1.6)
LTy €.
where.

p :is the magnelic resistivity of the medium in ( €2 /m}
g s the electric conductivily of the medium iu (S}

i=1.2 represents the substrates and free space, as shown i 1he Fig. 1,
To discretize Maxwell's equaticns (1.a) and (1.1, the centered dilference approximaten is

applied to both time and space first-order partial differenuations. Following Yee [B]. one can get Lhe
discretized Maxwell's equations for homogeneous regiens as [ollows [3]:

. ' I !E.!I:I.L..l:"E\ i“i.,\-u . Eq :_L_E.-I:_ l_‘.LI

I—]'( :TlM D.h |.;..\H(!:1?I-_ + Dl\il %3 ‘! A - : - - T ;__.-__.J_-_ (2‘1)
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Abstract-  Time-frequency domain analysis of practical microwave electronic packaging is

presented. This analysis is bused on the finite difference lime domain "FUTD) with two

diicrent iypes of absorbing boundary conditions: MUR first arder aad Herenger perfectly

maiched layer (PYMIL). The method is used lo calcuiate the time domain response. the

sciptering parameters, the eficetive dielectric coostant, and the inpnt impedance. In addition,

the effect of the via hole diameler on the scaitering parameters is stwlicd. The obtainedt

resalts are compared with the availabie published duata for the scartering parameters and

hetter accuracy is found,

1. Introduction
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reducing lhe signature dara dimensionality from 80 samples to 10 values significant components. The most
diseriminant  gigenvalues are selected w© achieve the best signal represemtation in the reduced
dimensionality space. The first en principal components have been enough to discriminate all signacres
correctly. In A third experiment, the interclass correlation coefficients are used with a SOFM. The
performance in this case is 95% correct recognition. A comparative study is performed berween the three
techniques. Results of comparison show thal combining the 21 correlation [features, with the 6§ x 10
eigenfeanures results in zero error with 100% confidence. Although, experimentai resuits demonstrated thar
the proposed system is highly effective, it should be validated on a large signature daabase, The
cooperative classifier group implemented in this paper enbance the performance of the system. Further
work is needed to swdy the effect of the individual glove signals on the overall system performance.
Although preliminary investigations demonstrate (he effecriveness of the proposed technique in rejecting
skilled forgeries, reliable statistics on the false rejection and faise acceptance rates of the overall procedure
require the gaihering of a much larger darabase. Allemative approaches could be implemented for soiving

the problem of variable signaruee length like interpolarion or down-sampling to adjusr the length of siznals
to the size of the inpul layer of a neural network.
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Table 4 shows the responding neurons for each of the 6 signals in a training ser acquired from 20 persons
and represented with the first ten principal components, {Average training lime is about ! Minute, on a 200
MHz MMX Pentium).

Figure 1 |. Linear Correlation Coefficients for Three Dilferent Signers

8. Conclusions and Future Research

Fl F2 F3 F4 F5 F6
1 54 73 69 44 1 18
3 28 20 21 7 53 69
3 89 3 2 75 22 3
4 61 32 12 67 6 27
5 45 50 74 26 4 57
6 83 27 10 71 12 17
7 31 56 26 13 42 75
8 B5 11 7 60 16 10
9 a9 18 31 11 45 76
10 22 59 | 18 1 40 72
11 53 30} gl 63 10 19
12 7 76 1 41 57 29 6
13 51 7 6 ! 49 18 9
4 76 25 1] 76 25 1
05 73 1 2 74 24 . 2
16 34 53 46 19 37 73
17 | 48 38 62 66 7 25
13 i 57 44 14 69 1 33
19 [ 58 87 76 3 3 64
20 1! 35 8 52 14 12
PCC 100% [ 1u)% [ 95% 100% | 100% 100%
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ln this paper, we described a new real-time system for the recognition of virtuai hand signarures, To the
best author knowledge, this is the first ume, thar a dara zlove is used as a signamre input device. Signalures
are reliably recognized. Bolh the self-organizing leawrs map and the principal component analysis
technique are used for data reducrion. 1n a first experiment. a 1D-self~organizing map is used to map an
mpul signature of 80 sampies volo only one oulpul neuron. The PCA is used in a second experiment for
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Table 3 shows the responding neurons for cach of the 7 signals in o 1. =y = .m L persons,
{Average traiming nime: abour 13 Minutes. on a 200 MHz MMX Penrom

TEl F2 | F3 | P4

L P340 12 . 19.20 N4

2 P56 b2 6 1

3 4748 7 29 1748

4 L 60,61 i 58.62 53.56 P 16,17

3 31,32 12829 11,12 9
a3 . 7176 74,76 60.73 17.36

7 L 4,59 17,34 4,41 1,20

8 65.67 39,50 38,39 32.33

9 [ 0,21 Pl 2

i0 25,26 L1516 [ 8 8
1l 38,39 50,64 | 64.66 35

12 [13.14 5.6 | 24.25 40,41

13 F 42,43 36,37 ! 34,37 40.41

L4 . 50,33 68.70 S 2728 i 27.29
s | 52,54 44,45 30.31 35,51
18 | 3.37 1,14 221 | 36,63

17 [ 3235 i 31,54 43,30 338 . :

18 [ 30 3132 46,47 N T $1.32
1o 23.30 410 1645 1q 81 2 .
20 : 16,17 48,56 3536 INE T R 15,16
PCC T975%  1575% ' 100% 1002, L 90" 77 3

Underlmed paitern aumbers are miss-classified.
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vwo-resented with the first ten principal components, The average training time for each SOFM is about 1
Minum, on a 200 MHz MMX Pentium based machine which is too much faster than the first experiment.
The cimsification performance (PCC) of the individual classifiers ranged from 93% o 100%. A
cooperaive sel of classifiers is used to build a demoeratic elassifier that uses a weizhed sotmg technique
rexalted in 2 zero error rate. The performance of the PCA and SOFM based approach is betiey than thar of
the approach bused only on the SOFM and is eompurationally less expensive.

7.3 Effect of within Class Featnres and Signing Time on Classifier Performance

Anuther thing that needs to be investigated i3 how system behaves as certain aspeets such as the signing
{ime ano wnworelass correlation is eonsidered. The linear correlation between Lhe seven giove signals is
sompuled and used for training the SOFM for [urther dala reduction. Seven signals are used 10 compute a
corre.ian, nattix of dimension 7 x 7. The seven diagonal elements are neglected. Since thie correlation
mains. s </smmeiric, only 2! eorrelation coefficients could be eonsidercd. For a pair of fearure vectors
(X%} [=1.... .M. ihe linear correlation coefficient r is given by the formula (6}

2 (x =2}y, - )
F= tul (&)

ke
Tig- 0 VZ(”’ »?

r='| 1=l
Where, < 15 the mean of the x's and ¥ is lhe mean of ¥'s. Tne 2. coeflicients are used as a one-
dimensional feature vector for fraining the self-organizing feature map. An experiment performed on 20
persons with two signawres per person resnitad in a correct verification rate of 95.00 %. Fignre 11 shows
the diztriowions of the 2! comelation coefficients for three diftereri ciznere. This experiment shows the
imporrance of the interclass correlation as a feature set. Combining the 21 eocrelation features. with the 6 x
10 eigenfearures results in zero ermor with 100% confidence,
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Figure 7: The most discriminant eigenvalues for the six glove signatures
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cesponse of the individual SOFMs is fed into the collective SOFM to conduct the identity of the signer.
Figure 9 shows the architecture of the classifier based on both the principal components and SOFMis.

Sigmer Identity

A
J 1
Collective—net + Look-up Table J

Thumb-net [ Index-net | | Middle-net| | Ring-net Lintle-nel Roll-net Pitch-net
F 3 [y [ T

rT ot P T
[1 Igo [[ lw [} fean Im [l !go I, Iw Il [gﬂ Il [so

Figure 6: SOFM Based Neural Network Classifier Architecture

7. Experimental Results

In this section, we discuss the results of each of the aforementioned dimensionality reduction techniques
and the resulting classification performance. The tniual experiments are performed on a signature darabase
<ansisting of 200 signatures from 20 subjects. This signature dalabase is constructed at Kuwait Universicy
using the 5° Glove. The signatures were acquired and sampied at a rate of 300 Hz. Signature data is lhen
down sampled to aboul 80 samples per signature. A training ser is selected to include 100 signatures fram
20 writers, The remaining |00 signatures were used for the test purposes.

7.1 Data Reduction Using a Group of Self-Organizing Feature ¥aps

A sel of eight self-organizing feare maps is used. Seven 30-Uimensonal feature vectors are used for

traming the system on each of the five fingers, roil and pitch. Since the length of the feature veclors may
vary from one writer 1o the other, the maximum possible size is conducted from the signature database. and
the short vectors are padded with zeros 1o reach the maximum size in order 1o solve the problem of the
neural network architecture. The cooperative classifier zroup is imegrated using front end classifier with a
look-up rable.

Table 3 shows the respondiug neurous for vach oi the 7 signals m arraming set acquired Tom 20
persous with 2 signarures per person. The average iraluing time for each SOFM 15 abuut |3 Miuwes, ona
200 MHz MMX Pentium based machine. The classification performance 1 PCC) of the individual classifiers
rauged [rom 90%4 to [00%. A cooperalive sct of classitiers is used to build a democraric classifier that uses
1 weighed voring techrnique resufted in u zero crror rale. The individual classifier errors could be reduced
by increasing the numher of nenrons per ¢lass.

7.2 Signature’s Data Reduction Using PCA and SOF M

A second experiment uses lhe pritcspal component analysis Yor reducing Lhe high dimensionality feature
vectors (80 dimensions) into the 1nost discriminant seven components. In lhis experimert, the piteh feawre-
vector is elimiuated, as il represents lhe angle o) the signer's hand wih respect 1o the horizoulal plane,
which is nearly constant ddong the penod of signing snd s inpact on the recognition process is not high
like the other six signals. The reduced space representation for cach of the six [eature-vectors results in
uniy 1en compouents The & ¥ 1) companents represent the whole hand motion (virtual signature). These 60
components mapped on 3 Twe Jirpensional SOFEM Tor lurther Jata seduction. Table 4 shows the responding
negrons for cach of he & siparis in & raming ser acguired from 20 persens wath [ signatures per person and
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Oue of the obvigus ways to tesl how well the system works is to simply combine ail the feature seis
discussed above into one test. In lotal, 7 feature vectors were used. Since the seven acquired feature
veclors with each 80 samples can be treated as high dimensional feature vectars, it was necessary to extract
the mos! discrniminant features from each vector.

Given a population of n-dimensionai panem vectors X = [x,,Xz,Xs,... WXn1,%a)" . the mean vector of the
popuiation id given by:

e = E[X] (0
Where E[X] is the expected value of the pattern veclor, X. The covariance matrix of the pattern vector
population is defined as:

= El(x, - )x — )] @

Which is real, symmetric, and on the order of n x n, The elements of Lhe covariance mairix represent Lhe
coveriance between elements x; and X, of the X vector. I['x, and x; are uncorelated, the covariance is zero.
The eigenvectors V of the covanance matrix and lhewr corresponding cigenvalues are used to construct a
reduced dimentionality representation of the input patterns. Since we expect thar a relatively small number
of [eatures are sufficient to characterize a signature class, it is efficient and reasonable to approximate the
fearure space X using m < n columns of V 1o give

X(my=3 yv, 3)
=

The vi's are the column vectors, the best vectors which are associated with the m largest eigenvalues of the
vovariance marrix of X. The reduced feature space can be easily computed from

R =v(X-X),i=2,..m @

To determine m, the number of features in the reduced space, we first rank the eigenvalues in a decreasing
order. The principal components which correspond to the most significant ¢igen components are retained
according to the following criterion (5.

24
%—);, (%)
l!

4=l

Such that P indicales the percentage of variance retzined in the selected components. The less
sigmficant companents are rejected, It is found that the first largesr ren gigen componenis encompass abour
99.993% of the total variance of the original signals. Therefore, the feature ser of 830 samples is reduced 1o
only ten significant fearures. The whole virwal signalure is represented by a highly distiminant feature
vector of dimension 70. Figure 7 shows the magnitudes ofthe mo3t significant eigen vajues [or the six
feaware vectors. Figure 8 shows thar the firsl principal component accounts tor §7% of Lhe toral vadance of
the data representing the firsc finger m this purticular example, The first ten principal components account
for 99.995 % of the rota| variance.

6. Dimensionality Reduction Using Both PCA and SOFMs

A second experiment uses the principal component analysis for reducing the high dimensionality fealure
veclors (80 dimensions) into the inost discriminant components. The reduced space representation for each
of the six fealure vectors results in only ten components. The § x 10 compoueuts represent the whale hand
motion. These 60 components are mapped onte 6 one-dimensional SOFMSs for further data reduction. The
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5. Methods for Dimensionality Reduction of Virtuai Signature's Data

In this section we examine two feature dimensionality reduction techniques for solving the signature
recogpition problem by comparing two methods, namely the self-organizing map alone. and the combined
PCA with the self-organizing maps. A set of features appeared to individually, be good discriminants
hetwgen signareres.

5.1.1 Dimensionality Reduction Using a Group of Self-Organwing Feature Maps

Neural networks have been shown (o be a powerful paradigm for solving many parttern recognition
problems. Self-organizing feamre maps are widely used in many applications. [n the self-organizing
process, we are aiming at mappings which transiorm a signel pamern of arbitrary dimension # onlo a one or
two-dimensional array. Kohonen's topology-preserving map creates a representation of a multidimensional
sensory space on a grid of neurons. Neighboring areas in the sensory space are mapped 10 neighboring
areas on the neursl grid. The mapping takes place through a learming process. The leamning phase of the
fealure map is an iterative procedure in which each iteration has three sieps: the presentation of 2 randomly
chosen input vector from the input space, the evaiualion of rthe network, and an updare of the weight
vectars. The derzils of the SOFM algorithm could be found in {37].

The main problem in training the self-organizing inaps is the large variation in the period of signing. A
second problem is the intra-personal variations from time 1o time. This requires soiving the problem of
derermining the most suitable number of neurons in the inpur layer. The opiimum input laver size is
specified according to studies performed on many different signatures for a specific sampling rate. The
shortest and longest signatures are used to conduct an oprimal window size whose maximum limil is
specified by the longest possible signature. The shon signatures are padded with zeros to reach the
maximum window size {(mostly longer than all signatures encountered in Lhe traiming process). The
maximum duration of a signamre determines the size of the buffer.

This section applies a combined classifier of 8 seli~organizing feature map (SOFM) (35-37] to the
aulomatic classification of virtual signatures. Seven feature vecrors are first acquired fom the hand glove
in real-ume. The topoiogy preserving feamire mapping algorthm clusters the input feature vectors of a
training sel onto the network structure. A set of eight 1D s¢lf-organizing feature map classiflers is used.
Seven feamure veclors are used for maining the systewn on each of the five fingers, roil and pitch. Since the
length ot the feature vectors may vary from one wriler 1o the other. the maximum possible size 15 conducted
from the signature detabase, and the short vectors ure padded with zeros 1o reach the maximum size in
order [0 solve the problem of the neural network archirecture. The cooperative classifier group s integrated
using a weighed voling technique,

Each SOFM includes an inpuc layer of 80 aeuroc: {s1ze of :nputvector) and an ourpul layer of 77
nedrons {experimentally conducted). Figure 6 shows the areniteciure of the combined classifier used for
signature recognition, A taining set of 105 signatures 15 used for sysiem treining. The learning phase of
the fearure map is an iterative procedure 1n which each weration has three steps: the presentation of a
randomly chosen input vecror from the input space, the svaiuation of the netwnrk, and an updale of ihe
weighl vecrors. Details of the SOFM wuning aigortim are Lo ke ound i [1]. Neighboring neurons in the
network represent neighboring locations ot Leatun, race Lo n2lf-organizing map is trained to cluster

e tramng sel consisting of 2 number  Uvininan sleeelui g’ wotlors s dimension 30, Sach signature class
15 assigned about J neurons, which means v tlere o1 specic et of uewrons which respond to the input
sianatures of aspecific signer, Aler the - iy mu-ters g Inseo-’ The ouiput clusters ol e individual

7 SOFMs are codlected mid fed nto 0 2aodic, v sELR e
simpie look-up lable.

sezardicabon of the signers identy using 3

5.2 Principal Comnunent Analy:ts {POA)

e peinepsl comuonear wralysis o chod i gopssiacl e a1 the Pehl of face recogmition, [lie
method 13 well known as Eiwenface smrthod [543 An v eper ] 32 proposed moung paper: that s Lhe
Ergensiznature method. The Eigensagn:e e amethon s oo e v nrmeeting the aznature space to a
o dnuensiona| space, The resultneg prooscoong Mea o b 0 - saiee weass gl classes, Le, across all

proars ofF all 1 alures.
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3. Glove Bascd Acquisition of Signature Data

Glove signature data is acquired using a 8-bit resolurion (256 positions) for each finger as well as for the
axes of the 1ilt semsor (roil and pitch). The 5™ Glove'55 [34] sensors are based on fexor technology
[optical fiber based). Each finger is fitted with one “sensor” which measures the average flexure of that
[inger. The full hand (5 [ingers, roil angle, pitch angle) may be sampled up 10 200 times every second, The
roll and picch angles of the glove are measured using a tilt sensor through a +/- 60 degree linear range. The
ult sensor is mounted on the glove with a velcro strip. The 3* Glove stans up in command mode. Serial
mnformation 1s accepted and ransmitted using 19200 baud, 8 birs, | stop bit, no parity trough a serial link
that utilizes the TX, RX and GND lines. No handshaking is defined. The giove has a 1-byte input buffer.
The acquired data for signature recognition lasls several seconds. The correlation between the input sensors
is unknown, All seven input signals were used for recogmition, Meaningful signarure signals are sported
using a variance based techmique to locate both the start and end paimts of a gesture. Another difficulty is
the variarion of the same gestures in shape and duration depending on the emotional state of the user.
Spatial and temporal variations musi be considered simullaneously. Figure 2 shows a typical signature on
paper and the correspanding seveu glove signals {five fingers, roll and pitch) ag measured during the
signing process. The recorded seven signals represent the bending angles of the five fingers, the roll and the
puch of the signers hand. Each of the seven measured values is recording during the time of the signing
process.

4. Signature Dynamics and Sensitivity of Signature to Individual’s Hand
Figure 3 shows two e¢xamples of the virtual signatures acquired from three subjects. Figure 3 shows the
image of a typical signature and irs corresponding glove based seven signals. Glove signals acquired duriug
the signing process are completely different for the same looking signarures ag shown in figure 3-a. The
first signature 1 the right is the genuine and next is the skilled forgery. Figure 3-b shows another genuine
signature and its corresponding skilled forgery. The signals with dashed lines correspond Lo the forged
signatires.

() (b
Figure 4. Two gestures from three persons (a) Fist, (b) Number *1°

To recognize the effect of signers hand shape on the ourpur signals [rom the data glove, three individuals
were asked to repeat two specific hand gesrures. Figure 4. shows the 1wo different gestures acquired by the
5" Glove (vom the three different persons. Althougli the gestres are the same, individual's hand size have
a very clear impact on his geswre. This phenomenon is preferable in applications such as signalure
recognition. Using 2 dara glove as a signature acquisition device helps considering both the hand size and
the dynamics of hand motion in the signing process.



